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TECHNIQUES FOR IDENTIFYING ANONYMOUS USERS IN CRITICAL INFRASTRUCTURE 

Ivan Azarov1, Oleksandr Korchenko2, Anna Korchenko3, Ihor Ivanchenko4 and Illia Azarov5 
1,2,4 State University of Information and Communication Technologies, Solomianska 7, 03110 Kyiv, Ukraine 
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Abstract 
This research is dedicated to the analysis of modern techniques for the identification of anonymous users in the context 

of protecting critical infrastructure facilities. Popular techniques of active and passive methods for generating user 

digital fingerprints are analyzed, their essence and characteristics are described, and the key advantages and 

disadvantages of their application for user identification are determined. It has been determined that the optimal criteria 

for identifying anonymous users are not the collection of a unique fingerprint, but rather the verification of functionality 

and availability and the identification of spoofed or masked functions to ensure the cyber defense of critical 

infrastructure information resources (CIIR). 

Keywords 
Anonymous user identification, cyber defense of critical infrastructure, browser fingerprinting 

Introduction 

The number of digital technologies grows daily, leading to the emergence of new cyber threats. There is a 

pressing need to improve techniques for detecting anonymous users, as malicious actors frequently exploit 

anonymity to carry out cyberattacks. Identifying anonymous users allows for the prevention and minimization 

of cyber incidents, thereby safeguarding critical state infrastructure through the monitoring and restriction of 

actions by unauthorized persons. 

Therefore, the objective is to determine the optimal criteria/attributes by analyzing modern techniques for 

identifying anonymous users to improve the level of cybersecurity for digital objects of critical infrastructure. 

Below, we examine modern technologies for extracting unique characteristics of user devices and browsers 

that remain stable even in incognito mode. 

Theoretical foundations for the development of techniques for identifying anonymous users. 

In the current conditions of the continuous evolution of cyberattack techniques, the use of traditional 

static methods of user identification is insufficient. The formation of a digital fingerprint is based on the 

principle of variable combinations of unique browser attributes, operating system (OS) settings, and 

user device characteristics [1]. 

A comprehensive analysis of modern user identification techniques allows for their detailed 

examination, determination of advantages and disadvantages, and drawing certain conclusions 

regarding their application for identifying anonymous users in countering cyber threats to critical 

infrastructures. 

Active browser fingerprinting techniques: 

The main feature of obtaining a user fingerprint using active techniques consists in the targeted 

active scanning and computation on the user's browser side to obtain informative results regarding the 

individually-variable functional capabilities of the device's software and hardware. Active techniques 

can be classified into the following identification categories: Software and hardware includes : 

ECMAScript objects, Graphic identification characterized by: Canvas, WebGL, WebGPU, Emoji, and Font 

identifier fingerprints, Audio identification based on : the Web Audio API, Browser features include: CSS 

properties, Browser storage contains attributes: Cookies, LocalStorage, SessionStorage, IndexedDB, 

Network identification includes : Fetch API, WebSockets, WebRTC, Service Workers, Browser extensions 

and User behavior [2].  

Passive techniques for obtaining a device's digital fingerprint: 

The use of these device‑fingerprinting techniques enables passive analysis of information about 

baseline configurations, software‑hardware usage patterns of the user, and connection behavior with 

server infrastructure, without requiring active computation on the client side. The methods examine 

TLS/SSL handshakes, TCP/IP stack characteristics, and HTTP/2 frame patterns, which reveal the use of 

a particular type or version of the user’s software‑hardware stack. This approach remains effective even 

when active techniques are disabled on the client side and allows detection of anonymization tools. For 

critical infrastructure, protocol fingerprinting provides a basic level of visibility at the network layer, 

enabling the identification of automation tools with high accuracy [3,4]. 
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Based on the conducted research, a comparative table (Table 1) has been constructed. 

Table 1. Comparative table of user digital fingerprinting methods. 

Method name Type Attribute category Stability Uniqueness 
Resistance to 

masking 
Anonymity 
detection 

Automation 
and bot 

detection 

ECMAScript 
objects 

Active Software and hardware High Medium Low High High 

Canvas Active Graphic Medium Medium Low Low Medium 

WebGL Active Graphic Medium Medium Low Low High 

WebGPU Active Graphic Medium High Medium Low High 

Emoji Active Graphic High Low Low Low Low 

Font finder Active Graphic Low Medium Low Low Medium 

Web Audio API Active Audio Medium High Medium Low Medium 

CSS Active Browser feature High Low High Low Low 

Cookies Active Browser storage High Low High High High 

LocalStorage Active Browser storage High Low High High High 

SessionStorage Active Browser storage High Low High High High 

IndexedDB Active Browser storage High Low High High High 

Fetch API Active Network Medium Low Medium Low Low 

WebSockets Active Network Medium Low Medium High High 

WebRTC Active Network Medium High Low High High 

Service Worker Active Network Medium Low Low High High 

Browser 
Extensions 

Active Extension Low High High High High 

Behavior Active Behavioral Low High Low High High 

HTTP/S / HTTP/2 Passive Protocols Medium Medium Low High High 

TCP/IP Passive Protocols Medium Medium Low High High 

TLS/SSL Passive Protocols Medium Low Low Medium Medium 

 

Conclusions 

Based on a comprehensive analysis of existing active and passive browser and user device 
fingerprinting techniques for detecting anonymous users, an optimal solution has been determined 
based on the defined criteria: Stability, Uniqueness, Resistance to masking, Anonymity detection, and 
Automation and bot detection. This solution relies on a combination of techniques: (ECMAScript objects, 
browser storage, browser extensions, and the Service Worker API) for identifying the browser and its 
mode, WebRTC for detecting network masking, and user behavioral characteristics, which will allow for 
the prevention of potential cyber threats directed against the state's critical infrastructure. 
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ALGORITHMIC SOFTWARE FOR CYBERSECURITY POSTURE EVALUATION OF CLOUD SERVICES 

Volodymyr Shulha1, Yevheniia Ivanchenko2, Ihor Ivanchenko3, Yevhenii Pedchenko4 and  

Maryna Pedchenko5 
1,2,3,4,5 State University of Information and Communication Technologies, Solomianska 7, 03110 Kyiv, 

Ukraine 

Abstract 
This article provides a detailed description of the need to conduct an evaluation of the cybersecurity posture of cloud 

services, as well as the consequences of insufficient protection. In addition, a brief description of the mathematical 

model and method for evaluating the cybersecurity posture of cloud services is presented. A structural model of the 

system for evaluating the cybersecurity posture of cloud services, developed on the basis of the model and method, is 

also introduced. Furthermore, building upon the developed mathematical model and method, as well as the structural 

model of the system, a detailed description of the developed algorithmic software for evaluating the cybersecurity 

posture of cloud services is provided. This software outlines the stages of execution and the modules for evaluating 

cloud services, along with a visual representation of the sequential algorithms of the network application. 

Keywords 
cybersecurity, information security, assessment, mathematical model, mathematical method, structural model, 

algorithm, audit, CSP, Cloud Service Provider, IaaS, PaaS, CaaS, FaaS, SaaS, cloud assessment 
Introduction 

Cloud services have become a foundational component of modern business operations because they make 

it easier to scale computing resources and accelerate service development. At the same time, the benefits of 

cloud adoption can quickly turn into major risks when organizations misconfigure cloud settings or grant 

excessive access rights on the server side: such weaknesses may lead to confidential data leakage and 

disruptions in business continuity. 

A key argument is that cyber incidents in globally known companies repeatedly demonstrate how cloud 

security gaps materialize into real-world damage. Examples: Capital One (2019) where attackers gained 

temporary accounts and access to AWS-based resources due to misconfigurations in a Web Application 

Firewall; Snowflake (2024) where the absence of Multi-Factor Authentication enabled large-scale customer 

account breaches through password guessing; Microsoft (2023) where overly permissive SAS token settings 

exposed around 38 TB of data from Azure storage; and Toyota (2023) where cloud misconfigurations led to 

public exposure of customer data. 

The purpose of the research is developing algorithmic software for evaluating the cybersecurity posture of 

cloud services used by information infrastructure objects.  

This article explain that the algorithmic software is grounded in previously developed components: a 

mathematical model, a mathematical method, and a structural model of an evaluation system, which together 

should form a basis for creating network software that helps auditors assess cloud security configurations and 

identify areas that require improvement [1]. 

Mathematical model for evaluating the cybersecurity posture of cloud services. 

Mathematical model that evaluates cloud services across a set of parameters which include question 

sets, answer options, and recommendations. The model is intended to be applicable to major cloud 

service models such as IaaS, CaaS, PaaS, FaaS, and SaaS, and its generalized component is denoted as 

CSP (Cloud Service Provider). 

The model consists of 11 parameters (modules), each targeting a specific security dimension of cloud 

service use and management. In summary, these modules include: General Points (identifying the 

type/name of the cloud service and checking cooperation with aggressor countries), Network, Storage, 

Server, Virtualization, Operating System, Container Technology, Runtime (including logging, 

anomaly/vulnerability detection, and service operability checks), Application, Data (data processing 

methods and their operational impact), and a Recommendations module that produces guidance based 

on auditor responses. 

The mathematical model for evaluating the cybersecurity posture of cloud services of information 

infrastructure objects has the following generalized form, which is presented in Formula 1: 
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(1) 

where   – a key component of the tuple model of characteristics, representing 

the i-th identifier of the cloud service evaluation parameter, where n – is their total number [2]. 

Mathematical method for evaluating the cybersecurity posture of cloud services. 

A mathematical method that enables calculation of all 11 parameters, with the final assessment 
depending both on the auditor’s responses and the specifics of the evaluated cloud service. A 0–5 scoring 
scale is used, where 0 represents the lowest score and 5 the highest. 

The method is implemented through 11 evaluation stages. The stages begin with collecting general 
information about the cloud service and its cooperation with aggressor countries, then continue through 
assessing security levels for network, storage, server, virtualization, operating system, container 
management, business continuity/runtime, application management, and data 
processing/management, and finally conclude with defining criteria for calculating the total points 
based on the auditor’s responses [3]. 

Structural model for evaluating the cybersecurity posture of cloud services. 
Building on the model and method, a structural model of the evaluation system that includes both 

databases and functional modules was developed. The system maintains an evaluation results database 
and multiple question databases aligned with the assessment modules (general, network, storage, 
server, virtualization, operating system, containerization, business continuity, applications, data 
processing). It also includes databases for recommendations and reference values, and contains 
functional modules for evaluation initialization, data acquisition, module-by-module evaluation, storing 
results, and visualizing results. 

This structural model is positioned as the “system backbone” that supports consistent execution of 
the method and provides the persistence needed for reusing results, comparing evaluations, and 
generating reports [4]. 

Network application concept and algorithmic software 
A central practical contribution of the article is the conceptual scheme of a secure network 

application that auditors can use. The workflow described begins when an auditor opens a browser, 
navigates to the web application, and enters credentials. The credentials are verified against hash values 
stored in the database; if correct, the auditor receives a one-time session token valid only for the current 
session, granting access to the application. After authorization, the auditor can review existing 
evaluations or conduct a new evaluation across the main cloud service modules, and all responses and 
results are stored in the database for later review and reporting [5]. 

The reporting capability is emphasized: the auditor can generate a final report containing per-
module/parameter details, the total score achieved, and recommendations regarding further cloud 
service use. The report also includes recommendations for each answered question, such as best 
practices for using specific service functionalities or alternatives when required functionalities are 
missing. 

On top of the conceptual network application scheme, was developed “algorithmic software” 
composed of several complementary blocks. These blocks represent the sequential logic of the 
application and the auditor’s actions: "Auditor Authorization,” “Conducting a New Evaluation,” 
“Selection of an Evaluation” for managing completed assessments, and “Report Generation” for 
producing and presenting results and recommendations. The article notes that the authorization flow 
includes credential entry, token generation, and server-side verification, while the evaluation flow 
includes selecting parameters according to the chosen cloud service type [1]. 

Conclusions 
The research presented the mathematical model, method, and structural model for evaluating cloud 

service cybersecurity posture, and that these elements formed the basis for developing algorithmic 
software. This algorithmic foundation enables the creation of network software that provides auditors 
with a prepared platform for fast and high-quality audits of cloud services used by client companies, 
delivering clear recommendations to remediate vulnerabilities before a cyber incident occurs. The 
expected benefit is a reduction of reputational and financial losses and an overall improvement of the 
cybersecurity level of cloud services used by businesses. 
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Abstract 
The purpose of the article is to analyze the main cybersecurity threats on higher education in Ukraine. For this purpose, 

a cross-sectional survey study was chosen. The primary tool in the study was a cross-sectional questionnaire. 

Keywords 
cybersecurity, cyber threat, cyber hygiene, national strategy, technology 

Introduction 

The main research problem is the growing vulnerability of Ukrainian higher education to 

cyber threats. The focus of this article is to provide a detailed analysis of the leading cyber 

threats affecting higher education and assess the effectiveness of existing protection measures. 

Results and Discussion 

The results show that digital technologies have increased dramatically in the Ukrainian 
higher education system in recent years. Accordingly, only 7% of respondents have not faced 
cyber threats while studying or teaching. The most common cybersecurity threat is viruses and 
malware (identified by 39.4%). Hacking of university platform accounts (26.8%), phishing 
(14.1%), and personal information leakage (12.7%) are also common. At the same time, most 
respondents rarely face cyber threats, with only 7% experiencing them constantly during their 
studies or teaching. 

The analysis of the responses showed that universities where teachers participated in digital 
competence training or received cybersecurity training had significantly fewer cases of 
cyberattacks. In addition, professors with high cybersecurity knowledge actively teach students 
the key basics of online protection. This also reduces the risk of incidents. 
Conclusions 

Consequently, the most common threats to a secure digital learning space are viruses and 
malware, hacking of university platform accounts, phishing attacks, and personal data leakage. 
The surveyed participants in the educational process have an average awareness of ensuring 
an adequate digital space, indicating the need to improve cybersecurity protection policies. The 
respondents' answers pointed to the importance of optimising the cybersecurity space by 
integrating a two-factor authentication system for students and teachers, implementing system 
audits, more expansive use of automated threat detection systems, and using encryption to 
protect data. At the same time, the findings showed that training staff and students to detect 
phishing attacks and other types of social engineering is a vital protection aspect. The study 
proved the need to introduce mandatory digital literacy and cyber awareness training and tests. 
These measures should be implemented to improve cybersecurity in Ukrainian universities. 
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BASED ON CLUSTER ANALYSIS 
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Abstract 

The article explores a multipositional digital eavesdropping device detection method based on clustering, showing 

current techniques are ineffective amid legal signals in multi-agent environments. A bee colony algorithm with direct 

agent communication improves clustering reliability by 6–12% over k-means. 

Keywords 
Information protection, inbound device, multi-agent system, clusterization, cybersecurity. 

Introduction 

Modern covert surveillance tech, especially advanced GSM bugs with LPI and frequency-hopping, thrives in 

today’s congested RF spectrum. Legitimate emissions from Wi-Fi, Bluetooth, cellular systems, and other 

devices mimic spy transmitters, complicating detection. Effective TSCM now requires agile, sensitive 

systems with advanced algorithms to distinguish malicious signals from dense, benign RF noise. 

Purpose of the study  

This study proposes a multi-position, multi-agent clustering method based on artificial bee colony optimization 

with direct communication to reliably detect covert bugs in congested RF environments, overcoming 

classical clustering limits and enabling real-time, unsupervised discrimination of LPI transmitters masked 

by legitimate signals like GSM or Wi-Fi. 

Presenting main material 

The work of the multiagent optimization method with direct communication between agents to perform 

clustering can be represented as the following algorithm: 1. Forming a search space with m cells. Cells are 

formed by dividing the radio frequency range into separate clusters corresponding to a certain type of radio 

transmitter (legal and illegal). Because agents are physically located at different points in space, the overall 

picture they will perceive will be somewhat different. 

Agents that inform other agents about the cell to which the object is distributed include the following agents: 

1. Agents whose object is not further than the center of the cell , provided that there are 3 

or more objects in the cell. It is chosen experimentally and depends on the specific practical task. Half of such 

agents are randomly selected and they inform other agents about the corresponding cell. 

2. Agents whose object belongs to a cell in which the object is unique . Half of such agents are also 

randomly selected to inform about the objects being distributed. 

All agents that are not included in the group of agents that perform information are automatically included 

in the group of agents that analyze information from other agents. 

After dividing into groups for each agent that analyzes the information, the distance between the object that 

it distributes and between the objects that distribute agents belonging to the informing group of agents is 

calculated. If the minimum of the resulting differences is less than ∆D, then the object that distributes the 

informed agent is duplicated in the cell with the object that distributes the corresponding informing agent. 

11. Natural selection. Since one object can be in several cells at the same time, you need to select and leave

each object in only one cell. To do this, you must perform the selection procedure. It is proposed to perform a 

rigid selection, according to which for each object it is necessary to take into account how close it is to each 

of the centers of the cells  , weighted by the normalized distance for the current cell. Therefore, it is 

necessary to leave the object in the cell in which the given weighted distance is the smallest 
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where  is the cell in which you want to leave the object . 

12. t: = t + 1 - go to the next iteration. 

13. If t <tmax, then perform the transition to step 3, otherwise - go to step 14. 

14. Calculate the end centers of clusters. Each individual cell is considered a cluster. Based on the objects 

in the cells, calculate the centers of the clusters: 

 .                                                                 (6) 

15. The end. 

In developing this method, some features are taken into account that provide a match for the optimal 

solution: 

1. Direct communication between agents is ensured by the exchange of information between agents, 

through which some agents can obtain information about search areas in which they were not and from which 

they are far away. Thus, a better study of the search space is achieved, which has a positive effect on the 

convergence to the optimal solution. 

2. The introduction of the natural selection procedure allows to exclude objects from clusters for which the 

location conditions are unsatisfactory. To do this, a measure is introduced that characterizes the conditions of 

the object in the cluster, as the distance of the object to the center of the cluster, weighted by the normalized 

distance, taking into account both the absolute value of the distance and the relative impact of the object as a 

whole. 

3. To better study the search space, it is suggested to perform step 6 several times, which will allow each 

agent to study the area in which he is in more detail. 

To compare the accuracy of clustering, 150 experiments were performed, during which the electronic 

situation in the middle and around the room was recorded by two parameters (operating frequency and signal 

strength), after which  

the results were processed by the known k-means method and the proposed multi-agent method. In general, 

the method of k-means gives from 12 to 18% of errors in the classification of signal samples, while the multi-

agent method 6 - 8%. Thus, multi-agent clustering using direct communication between agents proves greater 

efficiency compared to classical methods. Another positive point is the lack of need for a priori assumptions 

about the number and nature of clusters. 

 

Conclusion 

To counter advanced digital eavesdropping devices that mimic legal signals, this work proposes a multi-

position, multi-agent detection system using an artificial bee colony algorithm with direct agent 

communication. Unlike classical clustering—limited by needing predefined cluster counts and high 

interactivity—this approach enables real-time, unsupervised recognition of illicit RF emissions. Agents 

spatially scan the spectrum, share findings, and collaboratively classify signals, improving clustering reliability 

by 6–12% over traditional methods. 
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Abstract 
Modern web development requires integrating security early in the lifecycle ("shift-left"). This paper demonstrates 

implementing DevSecOps practices by integrating Static Application Security Testing (SAST) into a Gulp-based build 

pipeline. The objective is to automatically detect and block vulnerable JavaScript patterns. Using the gulp-eslint-new 

plugin and ESLint configured with security rules like no-eval, the system analyzes code during the build process. The 

pipeline is engineered to halt execution immediately upon detecting specific threats, preventing vulnerable code from 

reaching production. Experimental results confirm that the automated pipeline successfully identifies and blocks 

dangerous constructs. This approach provides a lightweight, effective first line of defense against common OWASP 

Top Ten vulnerabilities without requiring complex external infrastructure. 

Keywords 
DevSecOps, SAST, Gulp, ESLint, build automation, web security 

Introduction 

Modern web development demands rapid delivery cycles, yet security risks remain a critical concern. 

Vulnerabilities such as Cross-Site Scripting (XSS) consistently appear in industry reports, often stemming 

from unsafe coding practices. Traditional manual security reviews are insufficient for high-speed CI/CD 

environments. To address this, the industry is adopting DevSecOps strategies, specifically the "shift-left" 

principle, which moves security checks to the earliest stages of the lifecycle. Automated build tools like Gulp 

provide an ideal platform for this integration. This paper aims to demonstrate a practical method for embedding 

Static Application Security Testing (SAST) directly into Gulp pipelines using ESLint. This ensures that 

dangerous JavaScript patterns are automatically detected and blocked before code reaches the repository. 

Configuration and Methodology 

The foundation of this research relies on the widespread ESLint utility, adapted here for security auditing 

rather than just code style. The methodology follows the "white-box" testing approach. To detect 

vulnerabilities such as Remote Code Execution (RCE) or XSS vectors, specific security-focused rules were 

explicitly enabled in the configuration. Key rules include no-eval, which prohibits the use of the eval() 

function, and no-implied-eval, which prevents passing strings to setTimeout or setInterval. These patterns are 

identified by OWASP as significant risks [1], [2]. This configuration transforms the standard linter into a 

specialized SAST tool capable of identifying high-risk constructs at the syntax level. 

Pipeline Integration 

The core implementation involves modifying the Gulp build process to enforce a "fail-fast" policy. The 

gulp-eslint-new plugin was utilized to integrate ESLint into the pipeline [3]. A dedicated Gulp task, scriptLint, 

was created to process JavaScript files before transpilation or minification. The critical component of this 

integration is the eslint.failAfterError() method. Unlike standard logging, this method monitors the stream for 

error-level issues and throws a Gulp exception if any are found, immediately halting the build process. This 

mechanism ensures that no artifact containing detected vulnerabilities can be generated or deployed. 

Experimental Results 

To validate the system, a test environment was set up containing a JavaScript file with intentional 

vulnerabilities: a direct eval() call and a string-based setTimeout(). Upon executing the Gulp build command, 

the pipeline triggered the scriptLint task. The system successfully identified the dangerous patterns, outputting 

precise error messages to the console (Fig. 1). Crucially, the build process was automatically terminated, 

preventing the creation of the final distribution files. This experiment confirms that the proposed architectural 

approach effectively blocks insecure code execution and aligns with Node.js security best practices [4], serving 

as a reliable automated gatekeeper. 
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Figure 1. Result of executing the Gulp dev script with errors 

Conclusions 

The study confirms the effectiveness of integrating SAST tools into automated Gulp pipelines for front-end 

development. By configuring ESLint with security-focused rules and utilizing specific Gulp plugins, we 

created a system that automatically identifies and halts builds containing vulnerable JavaScript constructs. The 

experiment demonstrated that the pipeline successfully blocks high-risk patterns, preventing them from 

entering production. This approach validates that lightweight tools can serve as a robust first line of defense 

against common vulnerabilities, offering an accessible implementation of DevSecOps practices that aligns 

with modern security guidelines. 
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Abstract 
This work boosts noise immunity in digital radio detection using linear/quadratic low-pass filters, achieving 23% 

SNR improvement via coherent signal accumulation and incoherent noise suppression, with applications in secure 

comms and electronic warfare. 

Keywords  
Noise immunity, digital radio signal, low-pass filtering, coherent summation, signal-to-noise ratio (SNR), covert 

communication, likelihood density estimation. 

Introduction 

Radio interference—any unwanted EM disturbance—degrades signal detection and parameter estimation. 

Noise immunity, defined as a system’s ability to maintain performance amid interference, is critical in digital 

radio due to its “cliff effect.” Enhancing it requires understanding interference statistics, spectral properties, 

and mitigation via filtering, diversity, or AI-driven techniques—especially in contested EM environments. 

Purpose of the study  

The primary objective of this research is to develop and validate a method for enhancing the noise immunity 

of automated systems designed for the detection and recognition of digital radio signals, particularly those 

employed in covert (silent) information reception. The study specifically investigates the efficacy of low-pass 

filtering techniques—both linear and quadratic in their response characteristics—in discriminating useful 

signal components from background interference through coherent and incoherent summation mechanisms. 

By analyzing statistical and spectral properties of filtered signals under varying correlation conditions, the 

work aims to quantify the achievable improvement in system robustness and to establish a theoretical and 

experimental basis for optimizing filter design in electromagnetically contested environments. 

Presentation of main material 

Almost all methods of noise immunity receive signals based on the principle of signal averaging and 

interference.  This principle is that the summation process is performed.  Moreover, the useful signal is summed 

up coherently, and the noise signal is incoherent.  For the purpose of averaging the useful signal and 

interference, linear systems of two types are used: narrow band filters and low frequency filters.  It is possible 

to optimize low pass filters or narrow band filters. 

To consider the issue of interference filtering, let us assume that the narrowband filter itself does not distort 

the signal that has passed through it.  An ideal bandpass filter is a filter with an amplitude-frequency response 

of the type: 

    ,                                       (1) 

The frequency response of the expression for (1) is the impulse transition characteristic, which will be 

determined by the expression: 

,                                                (2) 

Given that the digital signal is not a clear pulse [7-10], it is possible to calculate the envelope voltage at the 

output of an ideal filter when exposed to a rectangular pulse of duration: 

,                                       (3) 

Using the envelope voltage theorem of the narrowband filter, we write the expression for the envelope 

voltage at the output of the filter: 
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                               (5) 

Substituting expression (5) into expression (4), we get the expression: 

 ,                                      (6) 

In fig. 1 dependency graphs of the duration of the influencing rectangular pulse (blue color - pulse duration 

T = 1, red color - T = 10, green color - T = 15 and black color - T = 20) on the frequency range (filter 

bandwidth). 

 
Fig. 1: Graph of the envelope voltage when exposed to a rectangular pulse signal 

 

Conclusion 

This work shows that narrowband low-pass filtering boosts noise immunity in digital radio detection by 23%, 

leveraging coherent signal vs. incoherent noise accumulation. Validated via statistical analysis and 2D 

likelihood estimation, it enhances robustness in contested EM environments—key for secure comms and 

electronic warfare. 
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CONCISE ARCHITECTURE OF DUAL-CHANNEL RADIO SYSTEMS WITH A UNIFIED CRYPTOGRAPHIC CORE 
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Abstract 

This paper presents a compact dual-purpose radio architecture that integrates two RF modules with a single 

cryptographic core. The proposed approach improves bandwidth utilization, reduces latency, and lowers power 

consumption compared to traditional dual-core designs. Shared synchronization, adaptive phase control, and 

centralized cryptographic processing enable secure and energy-efficient operation. Experimental validation confirms 

high synchronization accuracy, low error rates, and improved system stability, making the architecture suitable for 

military, special-purpose, and IoT communication systems. 

Keywords 

Dual-channel radio systems; dual RF modules; unified cryptographic core; secure radio architecture; synchronization; 

resource integration; FPGA-based implementation; low-latency communication; energy-efficient radio systems; multi-

band communicationsg 

Introduction 

Modern communication systems increasingly require simultaneous multi-band operation combined 

with strong cryptographic protection. Dual-channel radio platforms are widely used in military, special-

purpose, and advanced civilian networks to support these demands [1], [3]. However, such systems face 

challenges related to synchronization accuracy, mutual interference, and coordination of processing 

resources. Independent RF architectures offer implementation simplicity but suffer from reduced 

coherence and efficiency, while integrated designs provide higher robustness at the cost of increased 

architectural complexity [3], [4]. 

Therefore, the objective is to determine the optimal architectural and operational criteria by 

analyzing modern approaches to integrating dual RF modules with a unified cryptographic core in order 

to improve the efficiency, security, and energy performance of dual-purpose radio systems. 

Below, we examine contemporary techniques for synchronization, centralized cryptographic 

processing, and coordinated resource management that ensure stable and secure operation of multi-

channel radio architectures under varying operational conditions. 

Integrated Dual-RF System Architecture 

The proposed architecture integrates two RF modules within a single computing framework 

controlled by shared synchronization and data paths. The system is structured into three logical layers: 

a hardware layer for signal transmission and reception, a system layer responsible for synchronization 

and multiplexing, and a security layer that hosts the cryptographic core [5], [7]. Adaptive 

synchronization mechanisms and centralized resource management ensure coherent operation and 

reduced energy consumption. 

Unified Cryptographic Core and Coordination: 

A single cryptographic core is employed to perform encryption, authentication, and key management 
for both RF channels. Hardware-accelerated cryptographic processing enables low-latency operation 
while maintaining strong security properties [2], [4]. Centralized cryptographic control prevents cross-
channel inconsistencies and improves synchronization stability compared to systems using separate 
cryptographic cores [5]. 
Experimental Evaluation and Optimization: 

The architecture was evaluated through simulation and experimental validation using FPGA-based 
platforms with two independent RF modules. Performance metrics included throughput, transmission 
delay, synchronization accuracy, and power consumption [6]. Results demonstrated improved 
bandwidth utilization, reduced latency, and near-perfect synchronization when using a unified 
cryptographic core. Architectural optimization through adaptive resource allocation further reduced 
power consumption and improved system stability [7]. 
Conclusions 

The study confirms that integrating two RF modules with a single cryptographic core significantly 
improves the efficiency of dual-purpose radio systems. Centralized synchronization and unified security 
processing reduce delay and energy consumption without compromising robustness or security [1], [5]. 
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The proposed architecture provides a scalable and practical foundation for secure multi-band 
communication systems in military, special-purpose, and IoT applications. 
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Abstract 

The paper presents a study on automated bot identification methods in social networks. An approach for bot detection 

based on ensemble learning has been developed. A detailed mathematical analysis of LSTM, BERT, Random Forest, 

and SVM algorithms was conducted, and their performance evaluation criteria (Accuracy, Recall, F1-score) are 

provided. Experimental results show that the proposed approach achieves high classification accuracy by combining 

text and metadata analysis. 

Keywords 

Information security, bot detection, machine learning, AI, NLP, ensemble methods, social networks. 

Introduction 

Relevance of the Research Topic. 

The contemporary information landscape has evolved into an arena of hybrid warfare, where 

automated agents (bots) are deployed to destabilize society, disseminate disinformation, and 

manipulate public opinion. A particular threat is posed by next-generation intelligent bots that utilize 

Large Language Models (LLMs) to generate content, rendering their behavior nearly indistinguishable 

from that of humans. Traditional defensive methods are losing effectiveness, necessitating the 

development of adaptive AI-based systems. The aim of this work is to enhance information security by 

examining existing algorithms for bot activity detection. 

The objective of the study is to analyze methods for identifying bot activity on the Internet and 

evaluate them based on a set of criteria to formulate an optimal solution for countering cyber threats 

through the application of an adaptive ensemble approach. 

Object of research: The process of bot functioning within the internet environment, specifically in 

news comment sections. 

Subject of research: Technologies and methods for bot detection based on behavioral and content 

analysis. 

Scope of work: The study involves the systematization and comprehensive analysis of modern bot 

detection methods that combine machine learning, linguistic, and behavioral analysis. This is aimed at 

formulating an optimal solution to counter malicious activity and improve systems for protecting the 

information space from the harmful influence of bots. 

Scientific Novelty: Unlike existing solutions that often rely on a monolithic architecture, the proposed 

microservice-based method utilizes dynamic result weighting (Weighted Soft Voting). In this approach, 

the contribution of each classifier depends on the type of input data (text or metadata), enabling the 

effective detection of hybrid attacks. 

Description of research methods and algorithms. 

To ensure maximum detection accuracy, four diverse algorithms were utilized and investigated in this 

study. 

1.  Recurrent Neural Network (LSTM + GloVe) 

The LSTM (Long Short-Term Memory) architecture was selected for the deep analysis of word 

sequences in comments. Unlike classical RNNs, LSTM effectively solves the vanishing gradient problem, 

allowing the model to retain the context of long sentences in memory. The input text is vectorized using 

pre-trained GloVe embeddings, which enables the network to analyze semantic coherence and detect 

patterns of automated text generation. 

2.  Transformer Model (BERT) 

The BERT (Bidirectional Encoder Representations from Transformers) model was employed for the 

most in-depth contextual analysis. Thanks to the Self-Attention mechanism, BERT analyzes each word 

within the context of the entire sentence simultaneously (bidirectionally), rather than sequentially. This 
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allows for the detection of hidden sarcasm, irony, and complex manipulative structures often used by 

advanced bots. 

3.  Random Forest 

An ensemble classical machine learning algorithm based on constructing a multitude of decision 

trees. In the developed system, it is primarily responsible for processing tabular metadata (non-textual 

features). Parameters such as account age, follower/following ratio, publication frequency, and activity 

timestamps are analyzed. 

4.  Support Vector Machine (SVM) 

SVM was used as a reliable linear classifier for working with high-dimensional vectors obtained via the 

TF-IDF method. The algorithm seeks an optimal hyperplane in a multidimensional space that separates 

the "bot" and "human" classes with the maximum margin. This method is particularly effective for short, 

concise texts and spam messages. 

Table 1. Bot Classification Matrix: types, subtypes, function examples, characteristic platforms, 

automation level, and coordination level [1-2] 

Bot Type  Subtypes  Function Examples  

Characteristic 

Platforms Automation Level Coordination Level 

Social Bots 

Content-based; 

Behavior-based; 

cyborgs 

Narrative amplification, 

commenting, reposting, 

formation of fake 

connections 

Twitter/X, Telegram, 

Facebook, Instagram From partial to full 

From individual to 

coordinated networks 

News Bots 

Clickbait; 

propaganda; 

"junk news" 

Mass dissemination of 

news content, clickbait, 

consistency of 

multimodal elements 

News sites, social 

networks Predominantly full 

Network campaigns 

with coordinated 

reposts 

Spam Bots 

Form spam; 

phishing; email 

harvesting; fake 

followers 

Spam distribution, email 

harvesting, metric 

inflation, carding 

Web forms, social 

networks, forums Full Often part of a botnet 

Troll Bots 

State-sponsored; 

political 

Propaganda, polarization, 

coordinated discussions Social networks Human-operated High (campaigns) 

Other 

(infrastructural) 

Botnets; scrapers; 

crawlers; 

downloader bots; 

ticket bots 

DDoS, data scraping, 

indexing, ticket sales 

manipulation Web, API, ticketing Full 

Often large-scale 

networks 

Comparative performance analysis: 

Standard binary classification performance metrics were used to objectively evaluate the quality of 
the implemented models. The evaluation was based on a confusion matrix, taking into account True 
Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) outcomes. 

This study conducted an in-depth analysis of four diverse machine learning and deep learning 
algorithms. The following criteria were used for an objective evaluation of their performance: 

1. Accuracy: 
Indicates the overall percentage of correct system predictions. It is calculated using the formula: 

 

While this is a fundamental metric, it may be insufficient when dealing with imbalanced classes. 
2. Recall: 
Reflects the model's ability to detect the «bot» class. In the context of information security, this is a 

critical parameter, as missing a bot is more dangerous than an erroneous block (false positive). 

 

3. F1-score: 
Represents the harmonic mean of Precision and Recall. It allows for the evaluation of the model's 

balance. 
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The results of the comparative analysis are presented in the table below. [2] 
Table 2. Comparative analysis of machine learning methods performance 

Method Accuracy Precision Recall F1-Score Training Time 

LSTM + GloVe 92.5% 89.3% 94.1% 91.6% High 

Random Forest + TF-IDF 89.8% 86.7% 91.2% 88.9% Medium 

SVM + RBF 88.4% 85.1% 90.5% 87.7% Medium 

BERT 94.2% 91.8% 95.3% 93.5% High 

BERT shows superior performance but necessitates substantial computational resources. 
LSTM+GloVe offers a favorable balance between accuracy and efficiency, whereas Random Forest 
proves optimal for rapid deployment with satisfactory accuracy. The ensemble approach maximized the 
F1-score, ensuring an optimal trade-off between threat detection and the minimization of false positives. 
Conclusions: 

1. The conducted analysis demonstrates that none of the considered methods, when used 

individually, constitutes a universal solution for the task of bot detection in social networks. 

There is a clear correlation: methods with high accuracy and context understanding (BERT, 

LSTM) require significant resources and have low processing speeds, while fast methods 

(Random Forest, SVM) lose accuracy when analyzing complex content. 

• BERT leads in quality (Accuracy 94.2%), but its real-time application for processing millions 

of comments is economically unfeasible due to high resource demands. 

• Random Forest processes profile metadata perfectly but is powerless against bots with "well-

developed" accounts that post toxic comments. 

• SVM and LSTM occupy intermediate positions, possessing their own specific limitations. 

2. Based on this, it is concluded that the most effective solution is the use of a combined method. 

Such an approach allows for mitigating the drawbacks of individual algorithms by integrating 

their advantages: 

• Using Random Forest at the first stage for rapid filtering based on metadata. 

• Deploying BERT or LSTM only for the analysis of suspicious texts that have passed the initial 

screening. 

3. It is the ensemble architecture that ensures a synergistic effect, maximizing the overall system 

accuracy and F1-score while optimizing the load on computational resources. This is supported 

by the necessity to balance threat detection with the minimization of false positives under real-

world operating conditions. 
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Abstract 

The increasing sophistication of cyber threats requires adaptive and predictive cybersecurity risk models. 
Traditional approaches based on static rules and historical data are insufficient for anticipating emerging 
attacks. Artificial intelligence (AI) enables dynamic cybersecurity risk modeling through pattern recognition, 
anomaly detection, and predictive analytics. This study examines AI-based risk modeling for threat prediction 
and mitigation in complex networks and critical infrastructure, including the identification of anonymous users 
using active and passive digital fingerprinting techniques. The results indicate that effective risk assessment 
relies on verifying functionality, availability, and detecting spoofed or masked functions rather than collecting a 
single unique identifier. Challenges related to data quality, adversarial AI, and explainability are also addressed. 

1. Introduction  
Cybersecurity threats have evolved into highly targeted and adaptive campaigns, exposing the limits of 
static and reactive defense models. Risk modeling is essential for estimating the likelihood and impact 
of cyber incidents, but conventional approaches struggle to keep pace with rapidly changing attack 
vectors. The growth of digital technologies has also increased threats that exploit anonymity, making 
anonymous user identification important for protecting critical infrastructure by monitoring and 
restricting unauthorized actions. Artificial intelligence (AI) strengthens cybersecurity risk modeling 
through data-driven prediction, vulnerability prioritization, and support for proactive prevention and 
real-time mitigation. 
2. Foundations of Cybersecurity Risk Modeling 
Traditional cybersecurity risk models, such as the NIST Cybersecurity Framework and ISO/IEC 27005, 
define risk as a function of threat, vulnerability, and impact, relying on historical data, expert judgment, 
and static probabilities. However, these approaches lack adaptability to rapidly evolving attack 
techniques, including zero-day exploits, adversarial tactics, and dynamic infrastructures such as cloud 
and IoT environments. Similarly, traditional static methods of user identification are insufficient in 
modern threat landscapes where anonymity is actively exploited. Contemporary risk modeling 
increasingly relies on the analysis of variable combinations of browser attributes, operating system 
settings, and device characteristics to support the identification of anonymous users. Artificial 
intelligence enhances these foundations by incorporating real-time telemetry, behavioral analysis, and 
predictive modeling for more effective cybersecurity risk assessment in critical infrastructures. 
3. Artificial Intelligence in Cybersecurity Risk Modeling 
Artificial intelligence enhances cybersecurity risk modeling through machine learning, deep learning, 
and reinforcement learning techniques. Supervised and unsupervised ML methods support traffic 
classification and anomaly detection, while deep learning architectures improve feature extraction for 
complex threats such as malware and advanced persistent attacks. Reinforcement learning enables 
adaptive defense strategies by optimizing security controls in dynamic environments. Hybrid AI models 
combine multiple approaches to provide context-aware risk assessment, integrating technical 
vulnerabilities with broader impact considerations. Within this framework, active browser 
fingerprinting techniques use targeted client-side analysis of software, hardware, network, and 
behavioral attributes to support the identification of anonymous users as part of AI-driven 
cybersecurity risk modeling. 
4. Applications of AI-Driven Risk Modeling 
4.1 Threat Prediction 
AI models analyze system logs, network traffic, and threat intelligence to predict potential cyberattacks 
and support early warning. 
4.2 Intrusion Detection and Response 
AI-based intrusion detection systems identify anomalies in real time and assist in adaptive mitigation. 
4.3 Vulnerability Prioritization 
AI supports risk-based prioritization of vulnerabilities by considering exploit likelihood and impact. 
4.4 Cyber Risk Quantification 
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AI enables quantitative assessment of cyber risks by combining technical indicators with impact 
evaluation. 
4.5 Passive Device Fingerprinting 
Passive fingerprinting techniques analyze network and protocol characteristics to identify 
anonymization and automation tools without client-side interaction. 
5. Challenges and Limitations 
AI-based cybersecurity risk modeling faces several challenges, including limited availability of high-
quality and diverse data, vulnerability of models to adversarial attacks, and insufficient explainability of 
complex algorithms. Scalability remains an issue when processing large volumes of real-time data, while 
effective human–AI collaboration is necessary to avoid overreliance on automated predictions. 
6. Future Directions 
Future research focuses on federated learning to enable collaborative defense while preserving data 
privacy, graph neural networks for modeling complex attack dependencies, and integration of AI-driven 
risk modeling with zero-trust architectures. Additionally, the combination of AI techniques with post-
quantum cryptography is expected to improve resilience against emerging quantum-enabled cyber 
threats. 
The following figure presents detection accuracy and risk mitigation efficiency for selected artificial 
intelligence approaches used in cybersecurity risk modeling. 

 
Figure 1. Comparative Analysis of AI-Based Cyber Risk Modeling Performance 

7. Conclusion 
AI-driven cybersecurity risk modeling enables a transition from reactive to proactive defense by 
improving threat prediction, vulnerability prioritization, and mitigation. The combined use of AI 
techniques and active and passive user fingerprinting supports effective identification of anonymous 
users and enhances the resilience of critical infrastructure despite existing challenges related to 
explainability and adversarial threats. 
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Abstract 

The proposed framework is grounded in the transition from static intrusion detection mechanisms to adaptive, learning-

driven models capable of real-time analysis. It examines supervised, unsupervised, and deep learning paradigms, 

including artificial neural networks, convolutional and recurrent neural networks, and reinforcement learning, as core 

methodological components. The study also addresses theoretical aspects such as pattern recognition, anomaly 

detection, scalability, and adaptability, along with considerations of explainable and federated learning. A practical 

evaluation is conducted using a labeled dataset of approximately 10,000 network traffic records with 28 descriptive 

features to validate the framework. Experimental results demonstrate that supervised ensemble models, particularly 

Gradient Boosting and Random Forest, achieve high accuracy and robustness, confirming the effectiveness of the 

proposed methodological framework for AI-based intrusion detection analysis. 

Keywords 

Supervised, unsupervised, and deep learning; machine learning (ML); Logistic Regression; Random Forest; SVM 

(RBF); Decision Tree (CART); KNN (K=5); Gradient Boosting; network traffic 

Introduction 

AI-based scanning for intrusion detection has become a critical component of modern cybersecurity 

systems. By leveraging machine learning techniques, these systems continuously scan network traffic 

and system activity to detect abnormal and malicious behavior in real time. Supervised learning models 

trained on real-world datasets enable accurate identification of known intrusion patterns and attack 

signatures. Artificial neural networks improve detection capabilities by modeling complex relationships 

within large volumes of traffic data. Deep learning approaches, such as convolutional and recurrent 

neural networks, further enhance real-time scanning by capturing both spatial and temporal 

characteristics of intrusions as they occur. Overall, AI-based intrusion detection scanning provides a 

proactive, adaptive, and resilient framework for identifying threats and strengthening system security. 

Theoretical foundations of AI-based intrusion detection analysis 

The theoretical foundations of AI-based intrusion detection analysis are grounded in the transition from 

static security mechanisms to adaptive, learning-driven models. Machine learning theory underpins 

modern intrusion detection systems by enabling pattern recognition, anomaly detection, and 

continuous model improvement through supervised and unsupervised learning. Deep learning 

architectures, such as convolutional, recurrent, and long short-term memory networks, provide the 

theoretical basis for modeling spatial and temporal dependencies in complex network traffic. 

Reinforcement learning further extends this foundation by introducing adaptive decision-making, 

allowing intrusion detection systems to adjust their responses to evolving threat environments 

dynamically. Additionally, the integration of explainable AI and federated learning addresses theoretical 

challenges related to transparency, scalability, and privacy, reinforcing the robustness of AI-based 

intrusion detection frameworks. 

ML techniques for intrusion detection: practical experiment and results 

AI-based intrusion detection analysis is built on supervised, unsupervised, and deep learning 
paradigms. Among these, supervised learning is the most widely used due to the availability of labeled 
network traffic data. Supervised classification models enable intrusion detection systems to reliably 
differentiate between normal and malicious network behavior. Logistic regression is commonly applied 
as a probabilistic method for classifying network observations into benign or intrusive categories. 

The analysis is based on a dataset of approximately 10,000 network traffic records designed to reflect 
realistic operating environments. These records include explicit labels that indicate intrusion attempts, 
supporting effective model training and evaluation. A total of 28 features were used, capturing traffic 
intensity metrics, behavioral indicators of anomalous activity, and contextual metadata. 

Performance evaluation of various machine learning models demonstrates the effectiveness of AI-
based intrusion detection techniques. Gradient Boosting and Random Forest achieved the highest 
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accuracy, with rates of 95.2% and 94.1%, respectively. These models also showed strong precision, 
recall, F1-score, and AUC values, confirming their robustness and reliability in intrusion detection tasks. 
Conclusions 

AI-based intrusion detection analysis represents a significant advancement in modern cybersecurity by 

enabling proactive, adaptive, and data-driven threat detection. Theoretical foundations rooted in machine 

learning, deep learning, and reinforcement learning support the transition from static defense mechanisms to 

intelligent systems capable of continuous learning and real-time response. Practical experimentation confirms 

that supervised learning models, particularly ensemble methods such as Gradient Boosting and Random Forest, 

achieve high accuracy and reliability when applied to labeled network traffic data. The effective use of diverse 

traffic, behavioral, and contextual features further enhances detection performance. Overall, the integration of 

robust theoretical models with experimentally validated machine learning techniques demonstrates the 

effectiveness and scalability of AI-based intrusion detection systems in addressing evolving cyber threats. 
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Abstract 
Quantum computing poses an unprecedented threat to modern cryptography. Algorithms such as RSA, ECC, and 

Diffie–Hellman—which secure the vast majority of cloud communications—are vulnerable to Shor’s algorithm, 

capable of breaking public-key cryptosystems in polynomial time. The emergence of post-quantum cryptography 

(PQC) offers a promising avenue to safeguard cloud environments against quantum-capable adversaries. This article 

explores the challenges and opportunities of deploying PQC in cloud infrastructures. The article concludes that PQC 

adoption in cloud environments is both a necessity and an opportunity to redefine the future of secure computing. 

Introduction 

Cloud computing underpins global digital infrastructures, enabling distributed storage, computation, and 

services at scale. Security in these environments relies heavily on asymmetric cryptography for authentication, 

key exchange, and digital signatures. However, the rapid progress of quantum computing threatens to render 

current cryptographic schemes obsolete. Post-quantum cryptography (PQC) aims to provide cryptographic 

primitives resilient to quantum attacks while maintaining efficiency and interoperability in classical computing 

environments. 

Foundations of Post-Quantum Cryptography. 

Quantum Threats to Classical Cryptography: Shor’s Algorithm (1994) enables efficient factorization of 

large integers and computation of discrete logarithms, breaking RSA and ECC [1]; Grover’s Algorithm 

weakens symmetric cryptography, requiring doubled key lengths for AES and SHA-based systems [2]. 

PQC Families: The main candidate families for PQC include: Lattice-based cryptography (e.g., Kyber, 

Dilithium) – strong security, scalable, chosen by NIST for standardization [3]; Code-based cryptography (e.g., 

McEliece) – proven long-term security but large key size; Multivariate cryptography – fast signature schemes 

but less mature; Hash-based cryptography (e.g., XMSS) – quantum-resistant but with stateful management; 

Isogeny-based cryptography – compact key sizes but under cryptanalytic scrutiny [4]. 

Cloud Environments and Cryptographic Vulnerabilities: 

Cloud environments amplify cryptographic challenges due to: Multi-tenancy: shared infrastructures 
increase exposure to breaches; Dynamic workloads: frequent key generation, distribution, and 
revocation; Long-term data storage: “harvest now, decrypt later” attacks allow adversaries to store 
encrypted data until quantum capabilities emerge [5]; APIs and orchestration layers: vulnerable points 
for man-in-the-middle (MITM) and side-channel attacks. 
Challenges of PQC Deployment in Cloud Environments: 

PQC algorithm require larger key sizes and more computational resources. For instance, Kyber-1024 
has key sizes exceeding 1KB, compared to ~256-bit ECC [6]. Cloud providers must maintain 
interoperability between PQC and legacy cryptography during the transition phase. Hybrid protocols 
combining classical and post-quantum algorithms are emerging but add complexity [5]. The NIST PQC 
standardization project (round 3 results announced in 2022) selected Kyber (encryption) and Dilithium 
(signatures) as primary standards [8]. However, global adoption requires alignment with ISO, IETF, and 
national policies. Side-channel attacks on PQC implementations remain a concern. Ensuring constant-
time execution and secure key management in cloud hardware (e.g., HSMs, TPMs) is critical . 
Opportunities for Secure Computing: 

Adopting PQC ensures long-term confidentiality for sensitive workloads such as healthcare, finance, 
and government operations hosted in the cloud. PQC can enhance zero-trust architectures by providing 
quantum-safe identity verification, authentication, and micro-segmentation in distributed cloud 
systems. Machine learning can optimize PQC key distribution and anomaly detection, improving 
resilience against both classical and quantum adversaries. PQC strengthens confidential computing and 
federated AI training in the cloud, ensuring security in collaborative environments. 
Future Directions 

Hardware Acceleration: Development of PQC-ready chips (Intel, IBM, Google) for efficiency. 

Cloud Provider Adoption: Major providers (AWS, Microsoft Azure, Google Cloud) are experimenting with 

PQC in TLS handshakes. 

Quantum-Safe Standards: Broader integration of PQC into TLS 1.3, VPNs, and blockchain systems. 
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Conclusions 

Post-Quantum Cryptography represents both a challenge and an opportunity for cloud security. 
While PQC introduces performance, migration, and implementation complexities, it is indispensable in 
ensuring quantum-resilient infrastructures. For cloud environments—where scalability, 
interoperability, and long-term data protection are critical—the transition to PQC must be accelerated. 
By combining PQC with zero-trust frameworks, AI-driven key management, and hardware optimization, 
the future of secure computing in the cloud can remain resilient against quantum-capable adversaries. 
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Abstract 

Intrusion Detection Systems (IDS) play an important role in ensuring computer network security. Traditional signature-

based detection methods show limited effectiveness against zero-day attacks and sophisticated threats. Machine 

learning enables adaptive, data-driven intrusion detection by identifying anomalous patterns in network traffic. This 

paper examines ML-based IDS architectures, including supervised, unsupervised, and deep learning approaches, and 

discusses key challenges related to scalability, feature selection, and robustness. Emerging trends such as explainable 

artificial intelligence and integration with zero-trust architectures are also considered. 

Introduction 

The increasing complexity and diversity of cyberattacks necessitate advanced intrusion detection 

mechanisms. Traditional IDS based on static rules and signatures are insufficient against modern threats such 

as polymorphic malware and zero-day attacks. Machine learning–based IDS provide adaptive and scalable 

detection by learning patterns of normal and malicious behavior from data. 

This research focuses on analyzing how machine learning contributes to improved intrusion detection by 

evaluating IDS architectures, learning paradigms, and contemporary technological challenges. 

Evolution of Intrusion Detection 

2.1 From Signature-Based to Anomaly-Based 

Early IDS (e.g., Snort, Bro/Zeek) relied on signature-based detection of known attacks, which is ineffective 

against zero-day threats. ML-based IDS adopt anomaly detection to identify deviations from normal network 

behavior, providing improved adaptability [2]. 

2.2 Data-Driven Security 

The increasing availability of large-scale security data enables ML models to detect subtle attack patterns. 

Distributed computing technologies support the scalability of ML-based IDS in enterprise and cloud 

environments [3]. 

Machine Learning Approaches in IDS 

3.1 Supervised Learning 

Supervised learning employs algorithms such as SVMs, Random Forests, and neural networks to classify 

traffic based on labeled datasets (e.g., KDD’99, NSL-KDD, CICIDS2017)[4]. Despite their high accuracy, the 

effectiveness of these methods may decrease in real-world environments with highly variable network activity. 

3.2 Unsupervised and Semi-Supervised Learning 

For scenarios with limited labeled data, clustering (k-means, DBSCAN) and autoencoders enable anomaly 

detection by identifying outliers in traffic [5]. Semi-supervised models leverage partially labeled data to 

improve detection performance [6]. 

3.3 Deep Learning 

Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Transformers enable 

advanced feature extraction from raw traffic, improving detection of stealthy attacks [7]. However, they require 

substantial computational resources and raise interpretability concerns. 

Adaptive Defense and Real-Time Intrusion Detection 

4.1 Dynamic Threat Landscapes 

Adversaries employ techniques such as polymorphism, obfuscation, and adversarial ML attacks to evade 

detection. ML-driven IDS must adapt in real-time, incorporating continuous learning pipelines [8]. 

4.2 Integration with Security Orchestration 

By embedding ML-driven IDS into Security Information and Event Management (SIEM) and Security 

Orchestration, Automation, and Response (SOAR) systems, organizations achieve coordinated defense 

strategies [9]. 

4.3 Explainable AI (XAI) 

Interpretability is crucial in IDS, as false positives may overwhelm analysts. XAI techniques (e.g., SHAP, 

LIME) make ML-driven IDS more transparent, increasing trust and usability [10]. 
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Challenges in ML-Driven IDS 

1. Data Quality and Imbalance – Malicious samples are rare relative to benign traffic, leading to skewed 

datasets [11]. 

2. Scalability – Real-time IDS must process gigabits of traffic per second; computational costs of deep 

learning can be prohibitive [12]. 

3. Adversarial Evasion – Attackers can craft traffic to mislead ML models, raising the need for 

adversarially robust training [10]. 

4. Deployment Complexity – Integrating ML into legacy infrastructures requires overcoming 

interoperability and cost barriers [9]. 

Future Directions 

6.1 Federated Learning 

Federated IDS models enable collaborative training across organizations without sharing raw data, 

enhancing privacy while improving detection [11]. 

6.2 Hybrid Approaches 

Combining signature-based and ML-based detection improves robustness, capturing both known and novel 

threats [8]. 

6.3 Quantum-Resilient IDS 

Future IDS must anticipate quantum-enabled cyberattacks, requiring post-quantum cryptography and 

quantum-enhanced detection algorithms [10]. 

6.4 Integration with Zero-Trust Architectures 

Embedding IDS within Zero-Trust security frameworks enhances adaptive verification, ensuring that 

threats are detected even within trusted environments [11]. 

 

Figure 1. Evolution of Detection Accuracy and Adaptability Across ML-IDS Paradigms 

Conclusion 

ML-driven IDS offer adaptive, anomaly-based, and real-time protection in dynamic networks. While 

challenges remain in scalability, interpretability, and robustness, advances such as federated learning, XAI, 

and hybrid models enhance resilience. ML-based intrusion detection is expected to remain essential for 

adaptive network defense against evolving cyber threats. 
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Abstract 
The Internet of Things (IoT) has transformed global connectivity, enabling billions of devices to interact across 

healthcare, manufacturing, and smart city infrastructures. However, IoT systems face significant security challenges 

due to their distributed and heterogeneous nature. Blockchain technology, with its decentralized consensus, immutable 

ledgers, and cryptographic guarantees, offers a promising paradigm for establishing trust in IoT ecosystems. This article 

explores blockchain-based security models for IoT, examining their role in enhancing authentication, data integrity, 

and resilience against cyberattacks. The article concludes that blockchain can significantly improve IoT security, but 

achieving large-scale deployment requires overcoming performance and interoperability barriers. 

Introduction 

The Internet of Things (IoT) is expected to exceed 25 billion connected devices by 2030, generating 

unprecedented volumes of data and supporting mission-critical applications [1]. However, IoT systems are 

inherently vulnerable to data breaches, botnet attacks and denial-of-service attacks due to their distributed 

architecture and limited device resources [2]. 

Blockchain technology offers a decentralized alternative. By leveraging distributed ledgers, consensus 

algorithms, and smart contracts, blockchain enables trust without central authorities and verifiable device 

interactions 

Blockchain as a Trust Layer for IoT. 

Blockchain eliminates single points of failure by distributing trust across a peer-to-peer network. Consensus 

protocols (e.g., Proof-of-Work, Proof-of-Stake, Byzantine Fault Tolerance) ensure integrity of IoT transactions 

[3]. Blockchain uses hashing, digital signatures, and Merkle trees to secure IoT data against tampering. 

Immutable ledgers record all device interactions, enabling traceability and accountability [4]. Smart contracts 

automate IoT operations such as device onboarding and data sharing, reducing reliance on centralized 

authorities [5]. 

Security Applications of Blockchain in IoT: 

Blockchain provides decentralized identity (DID) frameworks that eliminate reliance on third-party 

authentication servers, mitigating credential theft and spoofing [6]. IoT data stored on or referenced by 

blockchain is immutable, ensuring integrity. Encrypted off-chain storage combined with on-chain hashes 

preserves confidentiality while guaranteeing tamper resistance [7]. Blockchain-enabled attribute-based access 

control models allow fine-grained permissions across IoT devices, enforced by smart contracts [8]. Blockchain 

ensures trustworthy device firmware distribution by maintaining verifiable update logs, preventing supply 

chain attack [9]. 

Challenges in Blockchain-Based IoT Security: 

IoT generates massive transaction volumes. Public blockchains suffer from low throughput and high 

latency, making them unsuitable for real-time IoT applications [10]. Consensus mechanisms like Proof-of-

Work are resource-intensive, conflicting with energy-constrained IoT devices. Blockchain growth increases 

storage overhead. Lightweight IoT nodes cannot store full ledgers, requiring scalable alternatives such as light 

clients or sharding. Diverse IoT ecosystems require interoperability across heterogeneous blockchains and 

legacy systems. 

Emerging Opportunities: 

Protocols like Proof-of-Authority, Delegated Proof-of-Stake, and Practical Byzantine Fault Tolerance 

(PBFT) are promising for IoT due to reduced computation and energy demands. Combining blockchain with 

edge computing reduces latency and enables localized trust management, vital for smart cities and autonomous 

systems.  

Case Studies 

Energy Sector: Blockchain-based IoT used for smart grid security enables secure peer-to-peer energy 

trading. Healthcare: IoT medical devices use blockchain for secure patient data exchange while ensuring 
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regulatory compliance (HIPAA/GDPR). Supply Chain: IoT sensors combined with blockchain ensure 

traceability and integrity of goods from origin to delivery.  

Conclusions 

Blockchain-based security models provide a transformative pathway for securing IoT infrastructures. By 

enabling decentralized trust and autonomous access control, blockchain addresses many of IoT’s inherent 

vulnerabilities. However, widespread adoption requires solving challenges of scalability, energy efficiency, 

and interoperability. The integration of lightweight consensus protocols, edge computing, and AI-driven trust 

management points to a resilient future where blockchain secures the rapidly expanding IoT landscape. 
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Abstract 
The rapid proliferation of distributed systems—ranging from cloud computing and Internet of Things (IoT) 

infrastructures to edge and multi-cloud environments—has challenged traditional perimeter-based security models. 

Zero-Trust Architecture (ZTA) has emerged as a paradigm shift, premised on the principle of “never trust, always 

verify.” This article explores the theoretical foundations and practical implementations of Zero-Trust in distributed 

systems, highlighting its potential for building resilient cybersecurity frameworks. It examines the evolution from 

perimeter defense to zero-trust models, evaluates core components such as continuous authentication, micro-

segmentation, and policy-based access control, and analyzes implementation challenges, including scalability, 

interoperability, and privacy concerns. By considering emerging applications in AI-driven security orchestration and 

quantum-resistant cryptography, the article argues that Zero-Trust Architectures represent a critical pathway towards 

securing distributed ecosystems in an era of escalating cyber threats. 

Introduction 

Distributed systems underpin modern computing, supporting critical infrastructures and global digital 

services. Their complexity and heterogeneity increase vulnerabilities, while traditional perimeter-based 

security assumes inherent trust within internal networks.  

The Zero-Trust paradigm rejects this assumption, requiring continuous verification of users, devices, and 

processes based on contextual factors such as identity, device health, location, and behavior. This approach 

aligns security practices with dynamic, cloud-native, and hybrid environments. 

Foundations of Zero-Trust Architecture 

2.1 Principles of Zero-Trust 

Zero-Trust is guided by three core principles: 

1. Verify explicitly – Continuous authentication and authorization using multiple attributes. 

2. Use least-privilege access – Granular access control via micro-segmentation and just-in-time access. 

3.    Assume breach – Design networks as though adversaries already have access, emphasizing detection, 

containment, and resilience [1]. 

2.2 Evolution from Perimeter Defense 

Traditional perimeter security treated networks as trusted internal “castles” protected by firewalls. The rise 

of distributed and cloud systems revealed its limitations, while breaches at companies like Equifax and 

SolarWinds highlighted the risks of implicit trust and lateral movement, accelerating adoption of Zero-Trust 

strategies [2]. 

Zero-Trust in Distributed Systems 

3.1 Principles of Zero-Trust 

In Zero-Trust Architecture, identity serves as the “new perimeter.” Strong authentication methods, 

including MFA, biometrics, and federated identity management, are central. Distributed systems require secure 

propagation of identity information across cloud and on-premises environments [3]. 

3.2 Micro-Segmentation and Policy Enforcement 

Micro-segmentation divides networks into smaller trust zones, limiting the impact of breaches. Policy-

based access control enforces least-privilege communication between nodes, services, or microservices [4]. 

3.3 Continuous Monitoring and Analytics 

Machine learning strengthens Zero-Trust by analyzing user behavior anomalies, device integrity, and 

network traffic in real-time. This adaptive approach is essential in dynamic multi-cloud and IoT environments, 

where static policies are insufficient [5]. 

Implementation Challenges 

4.1 Scalability 

Implementing Zero-Trust in large-scale distributed systems requires managing billions of access requests 

daily, demanding high-performance authentication systems [6]. 

4.2 Interoperability 
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Distributed systems often span multiple cloud providers, legacy infrastructures, and IoT ecosystems. 

Standardization challenges hinder seamless Zero-Trust enforcement [7]. 

4.3 Privacy and Compliance 

Continuous monitoring may conflict with data privacy regulations (e.g., GDPR, HIPAA). Balancing 

security with data minimization and transparency is an ongoing philosophical and legal challenge [8]. 

Emerging Trends and Future Directions 

5.1 AI-Driven Security Orchestration 

Artificial intelligence enables predictive risk assessment and automated response, making Zero-Trust 

adaptive and self-optimizing [9, 13]. 

5.2 Quantum-Resistant Cryptography 

As quantum computing advances, Zero-Trust must integrate post-quantum cryptographic protocols to 

maintain secure authentication and data exchange [10]. 

5.3 Edge and IoT Security 

Zero-Trust is increasingly applied at the edge, where IoT devices introduce vulnerabilities. Lightweight 

authentication and distributed ledger technologies (e.g., blockchain-based trust verification) offer promising 

directions [11]. 

 
Figure 1. Comparative Effectiveness of Zero-Trust Components in Distributed Cybersecurity 

Conclusion 

Zero-Trust Architecture represents a paradigm shift in securing distributed systems. By rejecting implicit 

trust and enforcing continuous verification, ZTA provides resilience against insider threats, credential abuse, 

and advanced persistent threats. Despite challenges in scalability, interoperability, and privacy, Zero-Trust 

remains a robust framework for resilient cybersecurity in distributed environments. As AI, quantum 

computing, and edge systems evolve, integrating Zero-Trust principles will be essential for the security of 

global digital infrastructures. 
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Abstract 
Kleptography was historically framed as the covert insertion of trapdoors into cryptographic primitives or black-box 

devices. In contemporary socio-technical ecosystems, however, embedded backdoors increasingly manifest as a 

systemic trust failure that spans standards, supply chains, build pipelines, firmware, and organizational governance. 

This paper proposes a trust-oriented perspective that connects classical kleptographic mechanisms (SETUP) with 

modern supply-chain intrusions and standardization risks, and introduces a practical concept of kleptohygiene - a set 

of preventive controls and verification routines that reduce the probability of undetected deliberate weaknesses in state 

and international information systems. We summarize lessons from widely discussed incidents (Crypto AG, 

Dual_EC_DRBG-related controversies, Juniper ScreenOS, and the XZ Utils backdoor) and derive actionable 

recommendations for procurement, independent validation, software transparency (SBOM), and reproducible 

verification. 

Keywords  
kleptography, embedded backdoors, digital trust, supply-chain security, SBOM, reproducible builds, critical 

infrastructure 

Introduction 

The security of modern digital infrastructures - especially those used by public administrations, 

defense sectors, and international organizations - relies on a fragile assumption: that cryptographic 

implementations and security products behave as specified. Yet the last decade has demonstrated that 

deliberate weaknesses can be introduced not only into algorithms, but also into devices, firmware, 

update channels, open-source dependencies, and even governance processes that define what is 

considered 'trusted'. This work treats embedded backdoors as a threat to digital trust rather than a 

purely technical anomaly. 

We use the term kleptography in an expanded sense: intentional embedding of covert access 

mechanisms or undetectable weaknesses into any component of a digital system (including, but not 

limited to, cryptography). From this viewpoint, a backdoor is not simply an exploit; it is a long-term 

instrument of asymmetric influence, enabling selective surveillance, covert disruption, or strategic 

dependence. 

The paper makes three contributions:  

(i) it bridges classical kleptographic theory (SETUP) with current supply-chain realities;  

(ii) it proposes a structured trust-surface model for analyzing where backdoors can be inserted 

and how they evade detection; and  

(iii) it introduces a kleptohygiene framework, emphasizing preventive verification and 

institutional controls for high-trust systems. 

From SETUP to Supply-Chain Backdoors 

Early kleptographic research formalized the idea of Secretly Embedded Trapdoors with Universal 

Protection (SETUP): a mechanism hidden inside a cryptographic black box that leaks secret information 

to an attacker while remaining indistinguishable to the user. The classical focus was on algorithmic or 

protocol-level modifications that preserve outward correctness yet enable stealth exfiltration. 

In present-day ecosystems, the same stealth principle appears at larger scales. Attackers increasingly 

target upstream dependencies, build scripts, signing keys, continuous integration systems, and 

distribution channels. The core shift is that 'the backdoor' may be a sequence of small, individually 

plausible changes that together create covert control. Consequently, purely algorithmic review is 

insufficient; trust must be assessed across the full lifecycle of software and hardware. 

Trust Surfaces and Kleptographic Attack Paths 

We define a trust surface as the set of components whose compromise yields a persistent, hard-to-

detect advantage. For state and international systems, trust surfaces include:  

(a) standards and reference implementations;  

(b) cryptographic libraries and key management stacks;  
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(c) firmware, hardware security modules, and secure elements;  

(d) update infrastructure and code-signing;  

(e) supply-chain dependencies and build pipelines; and  

(f) institutional processes (procurement, audits, compliance). 

Kleptographic attack paths typically combine  

(1) insertion (where the weakness is introduced), 

(2) camouflage (how the insertion is made to look legitimate),  

(3) activation (conditions under which the backdoor becomes exploitable), and  

(4) persistence (how access survives updates and operational changes).  

A key risk factor is asymmetric verifiability: the attacker may hold secret parameters or knowledge (e.g., 

manipulated constants, hidden keys, or off-path triggers) that are practically impossible for defenders 

to infer from black-box testing. 

Kleptohygiene as Preventive Control 

Kleptohygiene is proposed as a preventive discipline: a set of technical and organizational practices 

aimed at reducing the probability that deliberate weaknesses remain undetected in high-trust systems. 

Unlike incident response (reactive) or vulnerability management (often oriented to accidental flaws), 

kleptohygiene explicitly assumes intentional adversarial design. 

At the technical layer, kleptohygiene includes: reproducible builds and independent rebuild 

verification; strict dependency policies; continuous integrity checks of build toolchains; signature 

verification with transparent key governance; diversified implementations (N-version programming) 

for critical primitives; and structured telemetry for anomaly detection. At the organizational layer, it 

includes: separation of duties in procurement and validation; mandatory third-party audits for critical 

components; and traceable attestation of secure development practices. 

A pragmatic enabler is the Software Bill of Materials (SBOM), which provides a formal record of 

software components and relationships, allowing faster identification of inherited risks and unexpected 

dependencies. SBOMs are not sufficient by themselves, but they make verification programs measurable 

and enforceable. 

Illustrative Cases and Lessons Learned  

Crypto AG illustrates a long-term hardware and governance-level trust compromise: cryptographic 

equipment sold to many countries was reportedly influenced and used for intelligence advantages over 

decades. The case highlights how trust can be undermined through supply-chain control and 

institutional secrecy, even when devices appear operationally sound. 

Dual_EC_DRBG controversies demonstrate how subtle parameter choices in standards can create an 

asymmetric advantage. The subsequent removal of Dual_EC_DRBG from recommendations shows that 

institutional trust can be damaged for years after a suspected weakness is introduced, even if the 

mechanism is technically complex and hard to prove in operational settings. 

Juniper ScreenOS reveals a combined scenario: unauthorized code enabling administrative access 

and VPN decryption was found in firewall firmware, and the use of a controversial random number 

generator amplified the impact. This case underlines that backdoors may coexist with (or exploit) 

standardization weaknesses, and can remain undetected across multiple software revisions. 

The XZ Utils incident demonstrates a modern supply-chain pattern: malicious code embedded 
upstream and activated during build processes, enabling potential compromise in widely deployed 
environments. It emphasizes the importance of independent builds, monitoring for anomalous changes 
in build artifacts, and focused review of maintainer transitions and contribution anomalies. 
Recommendations for High-Trust Systems 

For state and international systems, we recommend a layered program that combines:  

(iv) transparent procurement requirements (including SBOM and secure development 

attestations); 

(v) independent verification of critical software and firmware, with reproducible builds where 

feasible; 

(vi) cryptographic agility and diversified implementations to avoid single points of trust; 
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(vii) governance controls on signing keys, update infrastructure, and privileged access; and 

(viii) red-team exercises specifically focused on stealthy persistence and backdoor detection. 

Finally, trust should be treated as a continuous process rather than a one-time certification. 

Kleptohygiene programs must be institutionalized: updated with new threat intelligence, audited 

regularly, and aligned with sectoral risk management for critical infrastructure. 

Conclusion 

Embedded backdoors represent a strategic threat because they target the very mechanisms by which 

systems establish security. By connecting classical kleptographic theory with modern supply-chain 

realities, and by proposing kleptohygiene as a preventive discipline, this paper aims to support more 

resilient trust policies for state and international digital infrastructures. 
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Abstract 
This work is dedicated to the research and development of mechanisms for solving the task of phishing website 

detection, taking into account the current level of information technology development used in creating phishing 

attacks, and the necessary and relevant conditions for applying mechanisms to detect such websites. To this end, a 

neural network architecture was developed to solve the problem of phishing website detection, the proposed model was 

trained, and a series of experiments was conducted. A dataset was formed for training and testing this neural network, 

whose structure consists of two fields: the website URL and its type (legitimate site or phishing site), which allows the 

model to be trained for classifying sites into the corresponding two classes.  

Keywords 
Phishing sites, legitimate sites, neural network, classification, model training, characteristic features of phishing sites, 

dataset  

Introduction 

A well-known crime is organizing phishing attacks by creating or forging websites. Information about such 

attacks on well-known organizations appears in the media almost every day [1]. These facts are unacceptable 

for all enterprises, and even more so for critical infrastructure facilities. Therefore, the task of phishing website 

detection is undoubtedly relevant and requires research and development of mechanisms for its solution, taking 

into account the current level of development of information technologies used in creating phishing attacks, 

and the necessary and relevant conditions for applying phishing website detection mechanisms. 

The task of phishing website detection. 

The task of phishing website detection, like a significant number of other cybersecurity tasks [2], is a 

problem of pattern classification, meaning each website must be classified as either "phishing" or "legitimate". 

One of the most relevant and appropriate mathematical apparatuses for pattern classification is neural 

networks. Currently, there are a number of software solutions [3-4] for detecting phishing websites that use 

neural networks and machine learning to increase detection accuracy and reduce the number of false positives. 

However, each of these solutions has certain drawbacks and limitations. Therefore, the development of new 

software solutions for phishing website detection, based on neural networks that will be able to adapt to modern 

technologies for creating phishing sites and current conditions for detecting such sites, is relevant. 

The goal of this work is the research and development of mechanisms for solving the problem of phishing 

website detection, taking into account the current level of information technology development used in creating 

phishing attacks, and the necessary and relevant conditions for applying mechanisms to detect such websites. 

Develop a neural network architecture for solving the task 

To achieve goal, the following tasks must be solved: Develop a neural network architecture for solving the 

problem of phishing website detection. Train the proposed model and, through experimentation. Draw 

conclusions based on the results of the experiments conducted. 

Based on the analysis of the characteristics of the main types of neural networks, it was decided to use a 

Multilayer Perceptron (MLP) with the following architecture for the analysis of phishing websites in this study: 

Input Layer (number of neurons: 78, activation function: ReLU); Hidden Layer 1 (number of neurons: 10, 

activation function: ReLU); Hidden Layer 2 (number of neurons: 10, activation function: ReLU); Output Layer 

(number of neurons: 1, activation function: Sigmoid). 

The proposed neural network model in this study, as mentioned earlier, used a vector of 78 features during 

training, but the most characteristic ones were identified in the course of the experiments. In these experiments, 

100 legitimate and 100 phishing sites were analyzed, which resulted in the identification of the 19 critical 

features, the analysis of which is most appropriate for phishing website detection. Considering the level of 

technology development used to create phishing websites, analyzing the basic (fundamental) website 

characteristics, which is performed by most existing software for phishing website detection, is not always 
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sufficient for detecting such sites. To take into account the level of modern phishing website creation 

mechanisms, this study proposes carrying out a series of additional checks. 

Based on the results of the conducted experiments, the following conclusions were drawn: the probability 

of correct classification of sites as phishing and legitimate, using this model, is 90%; a list of 19 website 

features that are most characteristic for classifying sites as legitimate and phishing was determined; it was 

determined that the proposed checks, which go beyond the analysis of basic (fundamental) website 

characteristics, due to the fact that they take into account characteristic factors relevant to modern phishing 

site creation technologies, allow for a more accurate determination of phishing sites and are therefore 

appropriate and effective; it was determined that when using an imbalanced dataset, the neural network begins 

to "favor" the class of which there were more samples in the training dataset, which is unacceptable when 

solving the problem of phishing website detection and proves the necessity of using a balanced dataset when 

training the neural network. 

Conclusions 

As a result of the conducted research, the following results were obtained: 

A neural network architecture for solving the problem of phishing website detection was developed. The 

proposed model was trained and, through experimentation: the proposed model was evaluated; the most 

characteristic website features indicating its phishing nature were determined; the impact of performing the 

proposed checks, which go beyond the analysis of basic (fundamental) website characteristics performed by 

most existing software tools for phishing website detection, on the probability of correct site classification was 

determined; the impact of using imbalanced datasets on the quality of training the proposed neural network 

model was determined. 
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Abstract 
This article presents an analysis of the evolving role and applications of Artificial Intelligence (AI) in cybersecurity, 

aiming to outline the possibilities of using machine learning algorithms, determine the dominant research focus, and 

identify the associated challenges. Bibliometric analysis of scientific publications reveals that the dominant research 

focus is dedicated to IDS (≈13% share) and Malware Classification (≈10% share), confirming the priority given to real-

time anomaly detection and fighting common threats. However, the integration of AI introduces complex challenges, 

including the rise of Adversarial AI (AI used by attackers) and the vulnerability of AI models to manipulation 

(Adversarial Attacks). Consequently, fast-growing research trends are dedicated to developing resilient systems, such 

as Federated Learning for data privacy and Explainable AI (XAI) to address the "Black Box" problem and build trust 

in automated decision-making 

Keywords 
Artificial intelligence, cybersecurity of automating processes, dominant focus of using artificial intelligence in 
cybersecurity tasks, cybersecurity, adversarial attacks, explainable AI, federated learning 

Introduction 

The core role of AI, particularly Machine Learning (ML) and Deep Learning, is to enhance the speed 
and scalability of defensive mechanisms, which is critical for counteracting modern, highly automated 
cyber threats. The primary concern is the vulnerability of AI models themselves to Adversarial Attacks, 
where attackers manipulate data to bypass defenses. In response, there is a growing interest in 
developing robust systems and implementing Explainable AI (XAI), which allows humans to understand 
the system's decision-making logic. Additionally, Federated Learning is actively researched as a method 
for training AI models while preserving data privacy and confidentiality [1,2]. 

Therefore, the research tasks include: Outlining the possibilities of using machine learning 
algorithms in cybersecurity tasks by analysis publications; Determining challenges and threats of using 
artificial intelligence in cybersecurity tasks. 

The main role of AI is to complement and enhance cybersecurity by automating processes and 
improving detection accuracy [3]. 
Analysis of publications  

To obtain statistical data on publications, we will search for "bibliometric analysis of AI in 
cybersecurity" in scientific search engines (for example, Google Scholar or ResearchGate). Examples of 
the found studies [4,5] show general trends. Scientific research in the field of AI for cybersecurity has 
been undergoing a period of rapid acceleration since the mid-2015s. Therefore, we will formulate more 
appropriate criteria and conduct a new search limited to the last ten years. To conduct this study, we 
relied to search for articles about Cybersecurity and AI. The following search query was used to the 
literature search: "((cybersecurity OR cyber security OR cyber-security) AND Artificial intelligence)". To 
ensure a thorough picture of current research tendencies, a search was done to include publications 
from 2015 (the beginning of the past decade) up to the present year. 

The vast majority of scientific articles (over 44,000 publications in the past ten years) focus on a few 
key applied areas, mainly related to the use of Machine Learning (ML) and Deep Learning (DL) for threat 
detection. 

The United States, India, the United Kingdom, and China make significant contributions to research, 
highlighting the global nature of interest in this field. 

Despite significant advantages, the integration of AI into security creates new challenges that are the 
focus of contemporary scientific research. The main problem is the vulnerability of AI models 
themselves to Adversarial Attacks, where attackers manipulate data to bypass protections. In response, 
there is growing interest in developing robust systems and implementing Explainable AI (XAI), which 
allows humans to understand the reasoning behind system decisions.  

Bibliometric analysis of scientific publications reveals that the dominant research focus is dedicated 
to IDS (≈13% share) and Malware Classification (≈10% share), confirming the priority given to real-
time anomaly detection and fighting common threats. However, the integration of AI introduces 
complex challenges, including the rise of Adversarial AI (AI used by attackers) and the vulnerability of 
AI models to manipulation (Adversarial Attacks). Consequently, fast-growing research trends are 
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dedicated to developing resilient systems, such as Federated Learning for data privacy and Explainable 
AI (XAI) to address the "Black Box" problem and build trust in automated decision-making. 

Based on the bibliometric analysis, potential areas for future research are Explainable AI in 
Cybersecurity: Enhancing the interpretability and transparency of AI algorithms can be using in AI-
based Cybersecurity.   
Conclusions 

This work proposes analysis of publications with main topics using AI in Cybersecurity. The main 
conclusion of analysis is: Dominant Focus: The largest share of research effort is dedicated to Intrusion 
Detection Systems (IDS) and Malware Classification. This highlights the scientific community's priority 
in using AI for real-time anomaly detection and fighting the most common and damaging threats. 
Emerging Trends: The topics of Adversarial Machine Learning (making AI models resilient to attack) 
and Federated Learning (AI training while preserving data privacy) show significant dedicated research, 
even if their percentages are currently smaller than the traditional detection topics. These areas are, 
however, among the fastest-growing trends. Broad Scope: The large "Other" category (≈47%) indicates 
the vast interdisciplinary nature of the field, encompassing niche yet critical areas like Explainable AI 
(XAI), advanced Authentication mechanisms, and specific Cloud Security applications. 
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WITH OPEN VIDEO INFORMATION EXCHANGE CHANNELS 
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Abstract 

This study analyzes the limitations and proposes a multi-faceted approach to enhance data protection in the management 

of devices with open information channels. Furthermore, this work proposes the application of a multilevel access 

system model for planning UAV missions. This model leverages secret data from a state information system to 

construct flight paths that inherently mitigate the risk of tactical information disclosure, granting authorization based 

on the task's sensitivity level rather than solely the user's access rights.  

Keywords 
access protection, multi-level access model, confidentiality assurance 

Introduction 

The use of information technologies provides many advantages, but these advantages, in cases of conflict 

situations, can be used by the other side of the conflict. For example, intercepting a drone with a flight path 

recorded on a flash drive can lead to the disclosure of the launch point coordinates and potentially reveal the 

position of the drone operator. The purpose of this study is to analyze the limitations that arise when using 

tools with open video information exchange channels and to develop methods that can improve the security of 

information processing in these cases [1]. 

The task of improve the security of information processing in using tools with open video information 

exchange channels. 

To solve the task, we will consider three main directions: 

1)Lightweight Cryptography and Channel Authentication (Lightweight Security). This direction is key, as

UAV onboard systems have limited resources (battery, computational power). 

2)Secure Video Coding at the Compression Level. This area leverages video compression features (e.g.,

H.264/H.265) to integrate protection.

3)Channel Resilience and Protection against EW/Interception (Anti-Jamming & Anti-Eavesdropping).

These studies concern the physical resilience of the transmission channel under conditions of active hostile 

interference.  

The goal of this work is the research and development of mechanisms for solving the task of improve the 

security of information processing in using tools with open video information exchange channels. 

Using a multilevel access model for data protection for solving the task 

To achieve goal, the following tasks must be solved: The first problem can be solved organizationally by 

changing the deployment location after launching the drone. The third problem cannot be resolved within the 

initial conditions and requires switching to a secure communication channel, which is not always possible, or 

transferring surveillance to another reconnaissance means. The second problem could be solved through 

preliminary planning, but this requires additional information that may be unavailable due to the operator's 

insufficient access level. Therefore, the task of using a multilevel access model for data protection when 

planning UAV routes is relevant, and this is precisely what is proposed in this work. Multilevel access systems 

to information resources ensure the possibility of implementing optimal procedures for accessing data and 

other means of an information system [2]. 

A user presenting a task that requires data characterized by secrecy, for example, of the first level, is 

registered in the access system, and the task is registered in the authorization granting system. If the access 

system has authenticated the user, then, in the case where the task requires data with the first level of secrecy, 

it must provide the system with specific data about the task. The user who enters the task into the system may 

not know the level of secrecy of the data required for the task. Therefore, the task information can be entered 

in full. After the task is granted authorization, fragments of algorithms that define the permissible ways of 

using the first-level data perform the corresponding transformations, and only the result of these 
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transformations, which no longer has a secrecy level, is transmitted to the task, and the task is activated from 

the point for which the data from the system are inputs [3]. 

In our case, this can be interpreted as follows: mapping information about the route is available to the user, 

while operational information with restricted access must be processed taking into account the UAV's 

properties and a special subroutine belonging to the system. Based on this, a UAV movement route is built, 

the use of which reduces the probability of information disclosure [4,5]. 

The study included modeling the system's operation using hypothetical route and operational data, and 

demonstrated the feasibility of using this approach. 

Conclusions 

A model of a multilevel access system is proposed for defining the parameters of application tasks. This 

model, by using secret data from the state information system independently of the user who presented the 

corresponding task, allows the authorization granting system to make decisions while avoiding dangers that 

may arise under the influence of user actions. 
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Abstract 
In this paper, we propose a hybrid ensemble method (stacking) for cyberattack detection, consisting of classical 

algorithms and gradient descent. Special attention is paid to complex preprocessing: normalization, application of 

SMOTE for class balancing, and PCA for dimensionality reduction. The Pareto front method is used for model 

selection. Experiments on the CSE-CIC-IDS2018 database showed an accuracy of 98.07% and a prediction time of 

7.16 ms. The hybrid approach has proven its effectiveness for real-time system protection. 

 

Keywords 
Threats, intrusion detection, hybrid classification, stacking, cybersecurity, cyber defense, machine learning, models, 

malicious activity 

Introduction 

The increasing complexity of digital infrastructure makes traditional signature-based intrusion detection 

(ID) systems ineffective against new and polymorphic attacks [1]. Although machine learning methods provide 

adaptability, individual classifiers (SVM, kNN, neural networks) have limitations in terms of scalability and 

sensitivity to noise. Ensemble methods, in particular stacking, can overcome these shortcomings, improving 

the generalization ability and efficiency of the system, but the issue of balancing accuracy and fast real-time 

stability remains relevant. To solve these problems, a hybrid stacking architecture is proposed, which integrates 

classical algorithms (SVM, Random Forest, kNN) and gradient boosting models (XGBoost, LightGBM, 

CatBoost) [3]. A feature of the approach is the use of multi-level metaclassifiers and modern preprocessing 

methods: the SMOTE algorithm for class balancing, PCA for dimensionality reduction, and a temporal 

engineering feature. This ensures efficient processing of multidimensional data and adaptation to changes in 

network traffic behavior. 

The research method is the creation and verification of a highly accurate low-latency SVR for corporate 

environments. Experimental validation this year on the current CSE-CIC-IDS2018 dataset. The work is aimed 

at achieving accuracy rates of over 98% and time prediction within 5–10 ms, which meets the requirements 

for a modern cyber defense system capable of operating effectively under high load in real time. 

Methodology 

The proposed hybrid malicious activity detection system uses the following algorithms, selected 

based on their basic proven advantages in classification and anomaly tasks: 

1. Support Vector Machine (SVM). 

2. Random Forest. 

3. k-Nearest Neighbors (kNN) is used in classification tasks. 

4. XGBoost (Extreme Gradient Boosting) solves the speed and accuracy. 

5. LightGBM scales well on large datasets 

6. CatBoost: a boosting model with built-in support for categorical feature processing and less 

sensitive to the choice of hyperparameters. 

The combination of different algorithms allows to compensate for the weaknesses of each individual 

method, minimizing the risk of overtraining and, as a result, providing a significant increase in the 

accuracy and stability of the system to new, previously unknown types of cyberattacks. 

Experimental Results 

Stacking Ensemble Performance 

Comparison of different combinations of base classifiers within the stacking approach demonstrates 

significant improvement compared to individual models. Table 1 presents the performance of various 

stacking configurations with different base model combinations and meta-classifiers [2]. 

Two approaches were used to select the best combination of models: comparison with the average 

values of metrics and construction of the Pareto front.  

The Pareto front method. The Pareto front method was used to analyze the effectiveness of model 

combinations, which allows you to determine a set of architectures that are not inferior to each other 
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simultaneously in accuracy, F1-score and prediction time, providing an optimal choice depending on 

system requirements. 

Based on the data, two non-dominated combinations were identified: 

1. Accuracy = 0.9807, F1-score = 0.9657, Time = 7.16 ms (XGBoost, CatBoost, LightGBM with XGBoost 

as metaclassifier) 

2. Accuracy = 0.974, F1-score = 0.959, Time = 6.51 ms (CatBoost, LightGBM, Extra Trees with XGBoost 

as metaclassifier) 

 

Table 1. Comparative table of user digital fingerprinting methods. 

Base Models Meta-

Classifier 

Accu

racy 

F1-

Score 

Time 

(ms) 

XGBoost + CatBoost + LightGBM XGBoost 0.980

7 

0.96

57 

7.16 

XGBoost + CatBoost + Random 

Forest 

XGBoost 0.980

1 

0.96

54 

7.57 

XGBoost + CatBoost + Random 

Forest 

Gradient 

Boosting 

0.979

7 

0.96

37 

7.83 

XGBoost + CatBoost + LightGBM Gradient 

Boosting 

0.979

3 

0.96

33 

7.4 

XGBoost + CatBoost + LightGBM Random Forest 0.978

7 

0.96

47 

7.48 

XGBoost + CatBoost + Random 

Forest 

Random Forest 0.978

5 

0.96

32 

7.91 

XGBoost + CatBoost + LightGBM Logistic 

Regression 

0.976

7 

0.96

17 

6.91 

XGBoost + CatBoost + Random 

Forest 

Logistic 

Regression 

0.976

1 

0.96

03 

7.31 

CatBoost + LightGBM + Extra Trees XGBoost 0.974 0.95

9 

6.51 

CatBoost + LightGBM + Extra Trees Gradient 

Boosting 

0.973 0.95

7 

6.73 

Among all combinations, only one met these conditions: Accuracy = 0.9807, F1 = 0.9657, Prediction 

Time = 7.16 ms. This combination is implemented based on the XGBoost, CatBoost, LightGBM models 

with XGBoost as a metaclassifier. 

Conclusions 

The obtained results demonstrate that the stacking model can surpass the efficiency of individual 
classifiers and can be practically implemented in high-load corporate information systems. 
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Abstract 

This paper presents the results of an experimental evaluation of the effectiveness of a probabilistic 

cyberattack detection model with a Markov property. The model is based on multiscale network 

traffic analysis, computation of an integrated anomaly indicator, and estimation of the posterior 

probability of the system state while accounting for previous dynamics. The behavior of the model is 

analyzed under normal, anomalous, and noisy activity conditions.  

Keywords  

Probabilistic model, Bayesian approach, Markov property, anomaly detection, cyberattack, network 

traffic 

1. Introduction

Ensuring timely and reliable detection of cyberattacks is one of the key challenges faced by modern

information systems. The diversity of attack vectors, unpredictable dynamics of network traffic, and the 

presence of noise events significantly complicate the operation of traditional security systems based on static 

thresholds or signature-based approaches. 

Detection of inertial and stealth attacks poses a particular challenge, as such attacks evolve gradually and 

may be masked by background fluctuations. This necessitates the development of adaptive models with 

probabilistic logic capable of incorporating integrated anomaly indicators and contextual information from 

previous system states for effective threat recognition. 

Therefore, experimental validation of such approaches under mixed load scenarios—where normal 

operation, attack phases, and noise coexist—is of particular relevance. 

2. Main Body.

The effectiveness of the proposed probabilistic cyberattack detection model was evaluated through a series

of simulation experiments. For each scenario, a set of traffic parameters was generated, integrated anomaly 

indicators were computed, system states were determined, and the posterior probability of an attack at each 

time instant was estimated [1, 2]. 

The model performance was demonstrated over 100 network traffic time steps. The test dataset included 

periods of normal operation, three attack intervals occurring at time steps 20–25, 45–55 and 75-78 as well as 

two noise events, aimed at assessing the model’s robustness to fluctuations and false alarms. 

The values of the integrated anomaly indicator  varied within the range of [0,1; 0,9]. Deviations within 

the interval [0,1; 0,55] - were not classified as anomalies, even in the presence of short-term peaks or 

background noise. Values in the range of [0,6; 0,75] did not immediately trigger detection but could lead to 

attack identification when accumulated over time. Single or sustained values exceeding 0,75 often resulted in 

threat detection. 

A decrease of indicator values below 0,6 corresponded to threat attenuation. However, if an attack had 

been observed previously, the system state could remain elevated due to the inertia inherent in the model. 

The conditional likelihood of an anomaly was defined as the result of mapping the integrated anomaly 

indicator through a transformation function.  

, 

To account for process inertia, the posterior probability of the system state was computed using a 

Markovian update mechanism. 

, 

The model’s response to different event types—attack phases, normal activity, and noise bursts—was 

analyzed. 
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Figure 1 illustrates the dynamics of the integrated anomaly indicator, the conditional likelihood,  

and the posterior probability of an attack under simulated mixed network load conditions. 

According to the simulation results, all three attacks were successfully detected, as the posterior probability 

exceeded the threshold during the intervals 20–25, 45–55, 75–78. Short-term noise peaks did not cause false 

alarms, as inertia-based smoothing kept the posterior probability below the detection threshold. One false-

positive event was recorded at time step 65 due to the combined influence of short-term noise and weak inertia. 

The developed probabilistic model can be integrated into network traffic monitoring systems. Its 

implementation does not require storing the complete observation history, which simplifies real-time 

application. To enhance flexibility, dynamic updating of model parameters based on accumulated statistical 

data reflecting network behavior is recommended [1, 3, 4]. 

3. Conclusions.  

The probabilistic model demonstrates high threat detection accuracy, adaptability to changing network 

conditions, and robustness against false-positive detections. The results of the demonstration simulation 

confirm its capability to identify both pronounced attacks and gradual or masked attack phases. A promising 

direction for further improvement involves incorporating mechanisms for real-time dynamic parameter 

updating, including adaptive adjustment of thresholds, inertia coefficients, and transition probabilities based 

on evolving traffic statistics. In future research, the model may be adapted for online response systems, 

integrated into cybersecurity architectures for critical infrastructure, and extended toward multiclass 

classification of attack types. 
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Abstract 
The National Standard of Ukraine "Information Technologies. Cryptographic Protection of Information. Algorithm for 

Encryption of Short Messages Based on Twisted Edwards Curves" (DSTU 9041:2020, [1]) was adopted 5 years ago. 

This is a so-called hybrid encryption algorithm based on the KEM/DEM (Key Encapsulation Mechanism/Key 

Decapsulation Mechanism) paradigm. The algorithm uses both symmetric and asymmetric encryption methods. It is 

primarily focused on the transmission of encrypted keys for symmetric algorithms, but can also be used to transmit 

encrypted messages together with the encryption key.The most important distinguishing attacks are Chosen Ciphertext 

Attack and Chosen Plaintext Attack. Security of DSTU 9041 against these two attacks is the subject of investigation in 

this work. We proved its security against CPA, under hardness of DDHP, and showed why we cannot prove the same 

statement for CCA. Next, we proposed some approaches, which may cause CCA security. 

Keywords 
Aasymmetric cryptology, hybrid encryption, distinguishing attacks, CPA, CCA, DDHP 

The National Standard of Ukraine "Information Technologies. Cryptographic Protection of Information. 

Algorithm for Encryption of Short Messages Based on Twisted Edwards Curves" (DSTU 9041:2020, [1]) was 

adopted 4 years ago. This is a so-called hybrid encryption algorithm based on the KEM/DEM (Key 

Encapsulation Mechanism/Key Decapsulation Mechanism) paradigm. The algorithm uses both symmetric and 

asymmetric encryption methods. It is primarily focused on the transmission of encrypted keys for symmetric 

algorithms, but can also be used to transmit encrypted messages together with the encryption key. 

Its secure against basic cryptoattacks has been analyzed in several publications, in particular, it was proven 

that it is impossible to recover the plaintext or key, provided that the discrete logarithm problem is hard to 

solve [2]. However, the question of security of this algorithm against so-called distinguishing attacks still 

remains open. 

The most important distinguishing attacks are CCA (Chosen Ciphertext Attack) and Chosen Plaintext 

Attack (CPA) [3]. Security of DSTU 9041 against these two attacks is the subject of investigation in this work. 

Security DSTU 9041 against СPА and СCА. 

In the current conditions of the continuous evolution of cyberattack techniques, the use of traditional 

static methods of user identification is insufficient. The formation of a digital fingerprint is based on the 

principle of variable combinations of unique browser attributes, operating system (OS) settings, and 

user device characteristics [1]. 

A comprehensive analysis of modern user identification techniques allows for their detailed 

examination, determination of advantages and disadvantages, and drawing certain conclusions 

regarding their application for identifying anonymous users in countering cyber threats to critical 

infrastructures. 

According to the theorems 11.12 and 11.14 [3], hybrid encryption: 
        - is CPA-secure, if KEM is CPA-secure and   has indistinguishable encryption in the presence of an 

eavesdropper; 

- is CCA-secure, if KEM and  are CCA-secure. 

Then to prove its security, we need to split it into parts, KEM and symmetric encrypting 

algorithm, and analyze their security separately. 

Algorithm 1. КЕМ-mechanism in DSTU-9041 

Input: elliptic curve parameters (corresponding prime field, coefficients  and , base point 

, subgroup order ); 

           Alice`s public key ; 

           message . 

1. Choose randomly , , and calculate curve point . 

2. Set . 

( )tE 

a d
P q

H
m

ε 2 ε 2q  − ( ),R RR P x y= =

Rr x=
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3. Calculate point . 

4. Set . 

Output: key ; ciphertext . 

Algorithm 2. Symmetric encryption  in DSTU 9041. 

Input: key  

elliptic curve parameters (corresponding prime field, coefficients  and , base point 

, subgroup order ); 

           Alice`s secret key ; 

          symmetric encryption algorithm ; 

           key  for symmetric encryption. 

1. Calculate , using  (or some part of its bit representation, according to key 

format) as key for symmetric decryption algorithm. 

Output: ciphertext . 

Theorem (CPA-security of DSTU 9041). 

Under the DDH-assumption and assumption that algorithm Kalyna has indistinguishable 

encryption in the presence of an eavesdropper, hybrid encryption algorithm from DSTU 9041 is CPA-

secure. 

Proof (scratch). According to the theorem 11.12 [3], it’s enough to prove that KEM, described in 

Algorithm 3, is CPA-secure. Prove from contradiction: let the adversary can distinguish between the 

triplet , obtained according to Algorithm 3, and the triplet , where  is -

coordinate of random point of corresponding elliptic curve group (in this case, key space coincides with 

this group). It means, that, according to the Note 1, he can distinguish between the triplet , 

obtained according to Algorithm 3, and the triplet , where  is random point of elliptic 

curve group (or of its subgroup). Then they can solve DDH problem, and we get contradiction with our 

assumption about CPA-security of DDHP. 

The theorem is proved. In this work we proved that, under Distinguishing Diffie-Hellman 

assumption, and the corresponding assumption about algorithm Kaluna (in Key Wrapped Mode), the 

hybrid encryption algorithm, proposed in DSTU 9041:2020, is secure against Chosen Plaintext Attack. 

But the question about its security against Chosen Ciphertext Attack is still opened. As we cannot apply 

theorem which formulates sufficient conditions for its security, we can neither confirm nor deny the 

statement about its security. 

But it may be possible to modify this algorithm in a such way that allows to achieve desired 

security. For example, one of the possible ways may be adding some transformation with specific 

properties in this algorithm, like hashing. But in this case the corresponding definitions should be 

formulated, concerning properties of cryptographic hash-function and its security against 

distinguishing attacks. 
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Abstract: 

The article presents an original development — the KIATON MAS 2025 multi-agent platform designed to support 

the full product life cycle at virtual instrument manufacturing enterprises. 

Unlike existing analogues, the platform integrates self-learning mechanisms for agents, blockchain-based 

transaction authentication, and intelligent cyberthreat prediction. 

The development was first implemented in the industrial environment of KIATON GRUP LTD and demonstrates 

a significant increase in efficiency and data security.The methodological contribution of this research lies in the 

conceptualization of a hyper-resilient cyber-physical enterprise, where informational, production, and managerial 

processes are integrated into a unified semantic and trust-based digital environment. The KIATON MAS 2025 

platform illustrates the transition from traditional management systems to self-organizing adaptive ecosystems 

capable of autonomous evolution under conditions of high uncertainty. 

Keywords: multi-agent system, cybersecurity, instrument engineering, product life cycle, blockchain, machinery, 

KIATON MAS 2025 

 

Introduction 

Current trends in the digitalization of Ukraine's industry require the integration of intelligent systems and 

cybersecurity tools. 

The digitalization of production processes in Ukraine, particularly in the field of instrument engineering, is 

a strategically important direction for the modernization of the national economy. In the context of Russian 

aggression, global competition, and integration into global production chains, Ukrainian enterprises are faced 

with the need to introduce advanced technologies that ensure increased efficiency and competitiveness. 

Traditional PLM systems are not flexible enough to adapt to dynamic cyber threats. At the same time, 

multi-agent systems (MAS) provide decentralized decision-making and self-organization, making them the 

basis for building cyber-resilient digital enterprises. 

The relevance of this topic stems from the need for a comprehensive approach to cybersecurity based on 

modern technologies, including machine learning, blockchain, and multi-agent methods. Research in these 

areas contributes to the creation of intelligent security systems capable of adapting to the dynamic conditions 

of the digital environment and ensuring the stable operation of industrial and information systems. 

The goal of this study is to develop a multi-agent platform to support product lifecycle elements at virtual 

instrument manufacturing enterprises in Ukraine, with an emphasis on ensuring cybersecurity. To achieve this 

goal, the following tasks were set: 

1. Develop the architecture of a multi-agent platform with the integration of machine learning and 

blockchain technologies. 

2. Find methods for analyzing and managing risks in production activities. 

3. Propose algorithms for detecting anomalies and predicting threats in real time. 

4. Conduct practical testing of the platform using Ukrainian enterprises as examples. 

The proposed approach not only increases the level of cybersecurity, but also optimizes the product life 

cycle, creating conditions for the effective digital transformation of Ukrainian industry. 

Multi-agent systems in industry 

Multi-agent systems (MAS) are a collection of intelligent software agents that interact with each other and 

the external environment to achieve common goals. Agents minimize inter-node information interactions by 

eliminating the human factor while maintaining performance quality and reducing information processing 

time. 

Multi-agent systems demonstrate high potential for managing complex production processes and ensuring 

the safety of smart factories. The use of adaptive learning models increases the flexibility and resilience of 

virtual manufacturing plants [1]. 

General concept of the KIATON MAS 2025 platform 

The platform consists of three hierarchical levels: 
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1. Analytical agents (AI-Core): self-learning, anomaly detection, forecasting, risk assessment. 

2. Functional agents (ProdAgent): resource management, production control, data aggregation, data 

collection. 

3. Security agents (SecAgent): blockchain verification, cryptography, authentication, encryption, threat 

mitigation. 

The system uses a distributed blockchain registry (Trust-Ledger) to ensure data integrity. 

Each agent interacts with others via the secure MAS-Link protocol, forming a trusted information exchange 

environment. 

All communication events are recorded in the Trust-Ledger blockchain registry, ensuring data immutability 

and traceability. 

Analytical model of interaction 

4.1. Model of data exchange between agents 

Iij(t) = αij×ln(1 + βDi Rj), (1) 

where 

Iij(t) — is the intensity of information interaction, 

αij — is the confidence coefficient of communication, 

Di — is the volume of data, 

Rj — is the level of receiver resources. 

3.2. Model of dynamic stability of the system 

S(t) =
∑ (Di 

𝑛

𝑖=1
±Qi) 

√𝜎2+µ2
, (2) 

where 

Qi  — agent performance quality, 

σ2— incident variance, 

µ — average threat intensity. 

3.3. Adaptive agent learning function 

where 

L — agent error level, 

E — system error, 

W — machine learning model weights, 

η — learning rate. 

Cybersecurity methods 

The SecAgent module operates on the principle of three-level protection: 

Level 1: Cryptographic protection (RSA/AES-256) for inter-agent communications. 

Level 2: Blockchain authentication (Trus-Ledger) protection against event forgery. 

Level 3: Machine learning for anomaly detection (Isolation Forest, Autoencoder). 

The reactive threat response protocol provides predictive protection. 

The system's response to threats is described by the function: 

R(t) = k×e-λt, (3) 

where 

R(t) — is the probability of successful defense, 

λ — is the rate of threat propagation, 

k — is the adaptive response coefficient. 

 
Results of implementation at KIATON 

In 2025, the KIATON MAS 2025 multi-agent platform was implemented in the enterprise 

production management system. 

Simulations were performed in MATLAB and Python. The following results were obtained: 
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    Table 1 
Indicator Before 

implementation     

After 

implementation 

Average response time to threats, from 14 5 

Number of cyber incidents/month 23 13 

Data analysis performance 100% 135% 

Data protection level (ENISA assessment) 0.72 0.93 

Conclusions 

Modern instrument-making enterprises in Ukraine are facing increasing demands for digital transformation 

in line with Industry 4.0–5.0 standards. Therefore, in the context of the rapid development of digital 

technologies, cybersecurity issues are becoming paramount. The growth of data volumes, the introduction of 

the Internet of Things, distributed computing, and artificial intelligence are creating new opportunities for 

industrial development, but simultaneously increasing the vulnerability of digital systems to cyberattacks and 

unauthorized access [3]. 

The practical implementation of security systems requires a comprehensive approach, incorporating 

hardware and software. Research on digital integrated circuits and virtual manufacturing systems shows that 

combining theoretical models and experimental data improves enterprise performance [4]. 

One of the key areas of modern development is the use of machine learning and artificial intelligence to 

enhance the resilience of cybersecurity systems [2]. These technologies automate the threat detection process, 

adapt defense mechanisms to changing conditions, and improve the effectiveness of network activity 

monitoring. 

Effective product lifecycle management (PLM) requires the integration of distributed intelligent systems 

capable of autonomous decision-making, threat detection, and adaptive control [5]. 

Multi-agent systems (MAS) offer a promising approach, allowing autonomous agents to interact 

dynamically to optimize production, predict cyber threats, and maintain system stability. 

However, existing MAS platforms often lack mechanisms for the secure integration of lifecycle elements 

in highly sensitive industrial environments. 

To address this challenge, the KIATON MAS 2025 platform has been proposed, providing a secure, 

adaptive, and analytically transparent environment for virtual instrument manufacturing enterprises in Ukraine. 

The system was implemented and industrially validated at the research and production enterprise KIATON, 

where it was tested under real production conditions for managing the life cycle of instrument-engineering 

products.  

In conclusion, KIATON MAS 2025 can be regarded as a reference architecture for cyber-resilient 

intelligent manufacturing systems, achieving a balance between autonomy, security, and cognitive 

adaptability. The obtained results establish a foundation for further research in multi-agent technologies, 

industrial artificial intelligence, and next-generation cybersecurity frameworks. 
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Abstract 
We present the sequential cipher S, which generated main principles of the Vigenère cipher, has high resistance to 

breaking, and is conceptually closer to the Gilbert-Vernam cipher. The sequential cipher has a linear complexity and 

hence its encryption and decryption are very quick. Also, we consider the diagonal cipher D which is presented in [2] 

and its encryption and decryption have the linear complexity, as well. We study the composition 𝒟𝒮 and 𝒮𝒟 of the 

diagonal and the sequential ciphers.  

Keywords  
diagonal cipher, sequential cipher, permutation, complexity of encryption, complexity of decryption. ￼  

Introduction 

One of the first attempts to generalize the shift cipher (Caesar’s cipher) was the Vigenère cipher. 

Although the Vigenère cipher was first proposed by the Italian Giovanni Battista Bellaso in 1553 in 

the monograph “Lа cifra del Sig.” [1], it is named after the French diplomat Blaise de Vigenère and 

was described in his monograph “Traicté des Chiffres ou Secrètes Manières d’Escrire” in 1586 [4]. 

This cipher was used by many countries for a long time (until the 1940s) [3]. 

In this paper, we propose the sequential cipher that is a generalization of the principles of the 

Vigenère cipher, has high resistance to breaking, and is conceptually closer to the Gilbert-Vernam 

cipher. The composition of the sequential cipher and the diagonal cipher proposed in [2] is sufficiently 

resistant to classical cryptanalysis methods. 

Diagonalization algorithm 

 One of the encryption and description methods using the diagonalization algorithm is 

described in [2]. This cipher consists of independently encrypting the odd characters  𝐶1=с1с2 … с𝑘, 

of the word C and the even characters  𝐶2=𝑑1𝑑2 … 𝑑𝑘 of the word C by distinct permutations 𝜎1 and 

𝜎2 which are defined on the symbols of the words 𝐶1 і 𝐶2, respectively. The key to such a cipher is 

an ordered pair of permutations (𝜎1, 𝜎2). In [2] a more robust encryption method is also described. It consists 

of the following. 

Remark 1. We observe that the procedure in [2] the random choice of the number 𝑐𝑖   has a linear 

complexity. Also, the choice of the number 𝑑𝑖  , calculating the double text C, the permutations 𝜎1    and 𝜎2,   

the transformation 𝜄𝑛2𝑘
 of the word C have a linear complexity, as well. This implies that the complexity of 

the encryption of the diagonal cipher is linear. Similarly, the dual arguments to above imply that the complexity 

of the decryption of the diagonal cipher is linear, too.  

Sequential cipher 

We present the algorithm which generates a cipher, and it is like the Vernam cipher. This cipher is 

called a sequential cipher. 

Remark 2. The complexity of encryption and decryption of the sequential cipher is linear. 

Diagonal sequential cipher 

The diagonal sequential cipher algorithm has two variants: 

1. The plaintext  𝑀     at first encrypted by the diagonal cipher with the key  

 (𝜎1, 𝜎2, 𝑖𝑛2𝑛
                )  and then the resulting ciphertext is encrypted by the sequential 

public-key cipher 𝑋   and by the secret key 𝑆𝑠1, 𝑠2, … , 𝑠𝑝                        . 



Digital Transformation: Strengthening the Cybersecurity Capacities in the Modern World 

4-5 November, Krakow 

49 

 

2. The plaintext 𝑀     at first encrypted by the sequential public-key cipher 𝑋    and by the secret 

key 𝑆𝑠1, 𝑠2, … , 𝑠𝑝                        and then the resulting ciphertext is encrypted by the diagonal 

cipher.  

Later, diagonal and sequential ciphers will be denoted by 𝒟 і 𝒮, respectively, and their 

compositions (sequential encryptions) by 𝒟𝒮 and 𝒮𝒟. Obviously that 𝒟𝒮 and 𝒮𝒟 also have linear 

encryption complexity.  Similarly to the encryption, the complexity of decryption of 

compositions 𝒟𝒮 and 𝒮𝒟 is linear.  

 Since the diagonal cipher 𝒟 has a probabilistic choice of the number 𝑐𝑖   for the symbol 𝑚𝑖 of 

the plaintext, then the methods of linear and differential cryptanalysis do not work in the case of the 

cipher 𝒟, as well as the ciphers 𝒟𝒮 and 𝒮𝒟. Similarly, crypto attacks of the "known plaintext/chosen 

plaintext/chosen ciphertext" type do not provide an opportunity to break the encrypted text. 
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Abstract 

This research is dedicated to the development and analysis of a symmetric cryptographic algorithm based on the use of 

a polynomial hierarchical residue number system (HPRNS). The paper considers the theoretical foundations of 

constructing hierarchical systems of moduli that allow for a gradual reduction in the order of polynomials at each level 

of the hierarchy. The advantages of using this approach are analyzed, including the possibility of optimizing arithmetic 

operations, reducing computational costs, and increasing processing speed through parallel data processing. The 

processes of representing plaintext in polynomial form, the encryption procedure by obtaining residues at various levels, 

and the algorithm for recovering the original message in reverse order are described. 

Keywords 
Hierarchical residue number system, symmetric encryption algorithms, cryptographic data protection  

Introduction 

Solving modern information security problems is closely associated with improving the performance and 

cryptographic strength of symmetric encryption algorithms under conditions of increasing computational 

capabilities. Traditional information security systems based on integer arithmetic require increasing key 

lengths and operand sizes, which leads to reduced performance. Therefore, a promising direction is the use of 

polynomial arithmetic in combination with a hierarchical residue number system (HRNS). This approach 

makes it possible to optimize arithmetic operations and reduce the amount of required computations while 

maintaining a high level of data security.  

Theoretical Foundations of the Hierarchical Polynomial Residue Number System 

The hierarchical polynomial residue number system (HPRNS) is based on the mathematical principles of 

polynomials over finite fields [1, 2]. With the increasing volumes of information processing, transmission, and 

storage, it becomes necessary to increase both the number of polynomials and their orders. This leads to greater 

complexity of hardware and longer operation times. Therefore, optimization is required, and one of the 

approaches is HPRNS, which allows reducing the order of polynomials. For simplicity, we assume that the 

number of polynomials in each system at any level is the same and equals l. 
Let the main system 𝑝1(х), 𝑝2(х), . . . , 𝑝𝑙(х) provide the ability to perform operations in the range [0, 𝑃1(х)), 

where 𝑃1(х) = 𝑝1(х)𝑝2(х). . . 𝑝𝑙(х) = ∏ 𝑝𝑖
𝑙
𝑖=1 (х). The maximum computation range achievable in this system 

during multiplication is (pl(х)-1)2. Then, all residues of the main system can be represented in a new system 

with bases q11(х), q12(х), …, q1l(х), q21(х), q22(х), …, q2l(х), …, ql1(х), ql2(х), …, qll(х)with the corresponding 

ranges. Subsequently, the residues of the second level are represented, according to the respective 

requirements, in the system of moduli of the third level. This procedure continues up to the last (k-th) level. 

The number of levels is usually determined based on the required level of security for a specific task. This 

process of transitioning to polynomials of lower order significantly simplifies implementation. Moreover, 

HPRNS can have a large key space, which makes them resistant to brute-force attacks and allows parallel 

processing on multi-core or distributed systems, thereby increasing operational speed. 

Theoretical Foundations of Symmetric Encryption in a Hierarchical Residue Number System 

In symmetric encryption using a hierarchical residue number system (HRNS), at each of the k levels (k  1 
the number of which is agreed upon by both communicating parties, residues are computed with respect to the 

corresponding system of moduli and then passed to the next level. Each residue of the r-th level corresponds 

to l systems with lr–1 residues. Thus, lr residues are transmitted to the r+1 level (l >1, r = 1, 2,…, k – 1). 
Consequently, the ciphertext consists of lk polynomials, which are the residues of the final level of the HRNS. 

The sets of moduli are known to both the sender and the receiver.  

For encryption, alphabetic information is first represented in numerical form using ASCII codes. After that, 

it is expressed as a polynomial with coefficients corresponding to the alphabetic information, i.e., the plaintext 
𝑁(𝑥) = 𝑎𝑛𝑥𝑛 + 𝑎𝑛−1𝑥𝑛−1 + ⋯ + 𝑎0𝑥𝑜, where 𝑎𝑖  is the sequence of numerical representations of characters, 
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𝑖 = 0 … 𝑛, n+1 is the message length. Then, the plaintext block 𝑁(𝑥) is represented in the polynomial residue 

number system according to expression: 

𝑁(𝑥) = (∑ 𝑏𝑖(𝑥)𝑙
𝑖=1 𝑀𝑖(𝑥)𝑚𝑖(𝑥)) 𝑚𝑜𝑑 𝑃 (𝑥)    (1) 

where 𝑀𝑖(𝑥) =
𝑃(𝑥)

𝑝𝑖(𝑥)
, and 𝑚𝑖(𝑥) is determined according to the expression 𝑚𝑖(𝑥) = 𝑀𝑖(𝑥)−1 𝑚𝑜𝑑 𝑝𝑖 (𝑥). 

Thus, in the proposed polynomial hierarchical method, the ciphertext is a set of residues obtained by 

formula bi(х) = N(х) mod pi(х). at the final level of each block. The recovery of the original message 

(polynomial) is performed in reverse order, starting from the k -th level down to the first level, based on the 

use of expressions: 

𝑁1(𝑥) = 𝑏1(𝑥); 

𝑁2(𝑥) = 𝑁1(𝑥) + 𝛾1(𝑥)𝑝1(𝑥) = 𝑏1(𝑥) + 𝛾1(𝑥)𝑝1(𝑥); 𝑁2(𝑥) 𝑚𝑜𝑑 𝑝2 (𝑥) ≡ 𝑏2(𝑥); 

……………………………….     (2) 

𝑁𝑖(𝑥) = 𝑁𝑖−1(𝑥) + 𝛾𝑖−1(𝑥)𝑝1(𝑥)𝑝2(𝑥) … 𝑝𝑖−1(𝑥); 𝑁𝑖(𝑥) 𝑚𝑜𝑑 𝑝𝑖 (𝑥) ≡ 𝑏𝑖(𝑥); 

𝑁𝑘(𝑥) = 𝑁(𝑥) = 𝑁𝑘−1(𝑥) + 𝛾𝑘−1(𝑥)𝑝1(𝑥)𝑝2(𝑥) … 𝑝𝑘−1(𝑥); 𝑁𝑘(𝑥) 𝑚𝑜𝑑 𝑝𝑘 (𝑥) ≡ 𝑟𝑘(𝑥).  
As a result of the computations at the k-th level, values are obtained that represent residues (polynomials) 

of the k−1-th level. At each level during the decryption process, the number of polynomial residues is reduced 

by a factor of l. 

Conclusions 

The developed cryptographic algorithm in the HPRNS features a hierarchical structure that provides a 

gradual reduction in the order of polynomial moduli at each level. This, in turn, reduces computational costs, 

enhances the efficiency of cryptographic operations, and allows adaptive tuning of the algorithm’s parameters 

to ensure the required level of security. 
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METHOD FOR PREDICTING FAILURES AND CYBER THREATS IN ON-BOARD EQUIPMENT 
IN THE CONTEXT OF DIGITAL TRANSFORMATION 
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Abstract 
This paper presents an advanced artificial intelligence–based method for the predictive analysis of failures and cyber 

threats in the onboard equipment complex of Integrated Modular Avionics (IMA). The proposed approach addresses 

the growing challenges associated with the increasing complexity, interconnectivity, and digitalization of modern 

avionics systems. By integrating probabilistic reliability modeling, diagnostic data analytics, and intelligent cyber threat 

detection, the method enables the identification of latent interdependencies between hardware degradation, software 

malfunctions, and cyber-induced anomalies. 

Keywords 
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The continuous evolution of aircraft systems toward highly integrated, software-intensive, and networked 

architectures necessitates a unified approach to reliability, fault tolerance, and cybersecurity. Integrated 

Modular Avionics (IMA) architectures have become the dominant paradigm in modern aircraft design due to 

their flexibility, scalability, and efficient utilization of computational resources. However, the high degree of 

interconnection and shared resources inherent in IMA systems introduces new classes of risks that cannot be 

adequately addressed by traditional diagnostic and reliability assessment methods. 

Conventional approaches are predominantly focused on isolated hardware failures and deterministic fault 

scenarios, while contemporary avionics systems increasingly face hybrid failure modes arising from the 

interaction of technical malfunctions and cyber threats. These challenges are further amplified by the ongoing 

digital transformation of aviation, which expands the attack surface and increases system complexity [1-3]. 

Artificial intelligence (AI), particularly machine learning and expert-based reasoning, provides powerful 

tools for predictive maintenance, anomaly detection, and proactive risk mitigation. This research builds upon 

the author’s doctoral work on information support for the design and operation of IMA onboard equipment 

and proposes an intelligent predictive method capable of detecting potential failures and cyber threats at early 

stages, before they lead to critical system degradation 

The proposed method was validated using a comprehensive simulation environment developed in 

MATLAB/Simulink. Integrated AI modules were implemented with automatic code generation via the 

Embedded Coder framework and deployed under the XtratuM real-time operating system, compliant with 

ARINC 653 requirements. The experimental dataset included both nominal operation scenarios and a wide 

range of fault and cyberattack conditions affecting avionics network behavior. 

Method Fault Prediction Accuracy 

(%) 

Cyber Threat Detection 

Accuracy (%) 

Average Recovery Time (s) 

Traditional reliability 

model 

78,4 52,3 12,4 

Neural anomaly detection 

only 

88,6 83,1 9,2 

Proposed AI-based method 95,2 91,8 6,7 

Future research will focus on embedding the developed algorithms into real-time digital twins of avionics 

platforms, enabling continuous monitoring, adaptive certification support, and enhanced compliance with 

evolving aviation software standards. 
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Abstract 
Software-defined networks (SDNs) represent complex systems composed of a central controller, switching nodes, and 

communication channels that ensure interaction between all elements. The network’s topological structure plays a 

decisive role in determining efficiency, reliability, and the effectiveness of traffic management. Optimizing this 

topology is therefore critical for the overall performance of SDNs. This study proposes two complementary methods 

for topology optimization: the random search approach and the structure tree method. The random search generates 

multiple candidate network structures and selects the most promising ones, while the structure tree method 

systematically improves these structures by iteratively removing or adjusting connections based on efficiency criteria. 

Key performance metrics, such as redundancy, structural unevenness, diameter, compactness, and centralization 

degree, are used to assess network efficiency. The comparison of results demonstrates that the structure tree method 

provides superior performance metrics but requires significant computational resources. Combining both methods 

using the random search to generate initial networks and the structure tree to refine them – offers a practical and 

effective approach to SDN design. This two-stage optimization can enhance network reliability, reduce operational 

costs, and improve overall traffic management, thereby contributing to more efficient and resilient software-defined 

networks. 

Keywords 
Software-defined network, topology optimization, network performance, traffic management, SDN design 

Like most modern technologies, software-defined networks are subject to continuous enhancement and 

periodic updates. Due to the inherent complexity of these systems, the process of their improvement tends to 

be relatively lengthy. The primary objectives of such upgrades include enabling diverse types of information 

exchange, enhancing reliability, increasing data transmission speed, and ensuring stable operation of network 

components. At the same time, the topological structure remains a fundamental element across all types of 

networks. 

Consequently, the task of optimally designing the architecture of a software-defined network remains 

highly relevant and attracts considerable research interest. Effective synthesis of network topology must 

account not only for the connectivity between nodes but also for factors such as network reliability, response 

times, and operational efficiency. Achieving an optimal structure allows the network to perform efficiently 

while maintaining resilience and cost-effectiveness. 

The services offered by software-defined networks (SDNs) categorize them as part of data transmission 

systems [1]. Current research indicates that significant attention is being directed toward studying these 

systems, which is reflected in the abundance of publications on the topic.  

This interest is largely due to the extensive range of challenges and applications that data transmission 

systems encompass across various industries. Numerous studies provide classifications and describe diverse 

methods and approaches to data transfer [2–3]. However, in most cases, these works either assume standard 

topologies without detailed explanation or omit topology descriptions altogether. 

Additionally, some publications focus on the design of data transmission systems, yet they are often limited 

to specific industrial contexts, narrowing the scope of their findings because the analysis is tied to the 

characteristics of a single industry. Articles that specifically explore the optimization of data transmission 

systems are relatively rare [4], and this scarcity is even more pronounced in the context of software-defined 

networks [5]. 

Given this situation, the present article aims to introduce a method for optimizing the structure of SDNs 

and to evaluate its effectiveness in improving system performance. The goal is to provide a framework that 

not only supports the efficient formation of network topology but also enhances the reliability and operational 

efficiency of software-defined networks in diverse applications. 

When synthesizing the structure of a software-defined network (SDN), efficiency is evaluated using 

indicators such as cost, reliability, response time, transmission delay, and network congestion. The SDN 

topology can be represented as a symmetric graph, where nodes correspond to network elements and edges 

represent communication links. Key topological indicators include structure redundancy (Rs), unevenness 
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(Ns), diameter (Ds), compactness (Bs), and degree of centralization (Cs), which collectively describe the 

reliability, performance, and economic feasibility of the network. 

Redundancy and unevenness primarily affect fault tolerance and reliability: low redundancy leads to 

network fragmentation upon failures, while excessive redundancy increases cost and implementation 

complexity. Diameter and compactness characterize the average residence time of information in the network, 

with lower values indicating shorter transmission paths and higher performance. These indicators also reflect 

the survivability and stability of the SDN, as efficient topologies minimize delays and reduce the risk of 

network disintegration due to link failures. 

The degree of centralization determines the network control model and significantly influences reliability, 

load distribution, and management complexity. Highly centralized structures depend critically on the central 

controller and are vulnerable to its failure, whereas decentralized structures require greater coordination 

overhead and behave similarly to peer-to-peer networks. Since the indicators have different dimensions and 

optimization goals, they are normalized into dimensionless, minimizable criteria and combined into an 

aggregated efficiency metric, which serves as the objective function in a nonlinear optimization framework. 

Two algorithms are proposed to solve the optimization problem: random search optimization and the 

structure tree method [6–7]. In the random search approach, multiple connected network topologies are 

generated by randomly removing edges from a fully connected graph, and the best solution is selected based 

on a generalized optimization criterion. The process is controlled by parameters such as the minimum and 

maximum number of removable edges and the maximum number of iterations, which influence network 

connectivity and solution reliability. 

Each iteration begins with the random selection of a number of edges to remove, while ensuring that the 

resulting network remains connected. For every generated topology, partial efficiency criteria are computed 

and combined using a nonlinear compromise scheme to form a generalized criterion. The obtained result is 

compared with the current best solution, which is updated if an improvement is found. Increasing the number 

of iterations enhances the accuracy and robustness of the optimization by expanding the set of evaluated 

network configurations. 

The structure tree method performs optimization by iteratively selecting the best edge to remove based on 

the generalized criterion. Starting from a fully connected network, an optimization tree is constructed in which 

nodes represent network variants and edges correspond to edge removals. At each step, the most promising 

leaf node is expanded by evaluating all possible single-edge removals, and the process continues until stopping 

conditions are met. This method enables systematic exploration of the solution space and allows interruption 

at any stage while retaining the best result obtained so far. 

The analysis of the considered optimization methods shows that the structure tree method provides the 

highest solution quality; however, it is characterized by significant computational complexity. At the same 

time, the use of a fully connected network as an initial solution is inefficient, since such a topology has an 

unfavorable value of the generalized optimality criterion and is far from the optimal configuration. In this 

context, the random search method is more suitable for generating initial network topologies that are closer to 

the optimal region of the solution space. 

Based on this observation, a combined optimization approach is proposed, which integrates the advantages 

of both methods. At the first stage, an initial connected network is generated using the random search 

algorithm. At the second stage, this network is treated as the root of the optimization process and is further 

refined using the structure tree method, which iteratively improves the network characteristics by selective 

edge removal. 

The application of the proposed two-stage optimization approach to software-defined networks enables a 

significant reduction in computational load on the central controller. This advantage is particularly important 

both at the network design stage and during subsequent optimization and adaptation processes, thereby 

increasing the overall efficiency and practicality of SDN topology synthesis. 
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Abstract 
This research addresses the challenge of reliability in Internet of Things (IoT) sensor data within smart home 

environments, where heterogeneous noise such as drift, outliers, and constant values often degrades data quality. 

Standard cleaning methods, being non-adaptive, create cybersecurity vulnerabilities, allowing false data injection 

attacks to go undetected. This paper proposes H-AD-CLEAN, a novel hybrid classification-gated architecture that 

utilizes parallel 1D-CNN streams for waveform analysis and discrete wavelet transform (DWT) for texture analysis. 

The system intelligently protects clean data while applying the Kalman Filter only to noisy segments. Experimental 

results demonstrate a 34.66% improvement in RMSE and a 21.1% improvement in MAE compared to the standard 

Kalman Filter, proving that a "classify-first" approach is significantly more efficient than blind filtering. 

Keywords 
Data cleaning, internet of things, noise classification, machine learning. 

Introduction 

Modern smart homes are complex IoT ecosystems generating continuous streams of sensor data essential 

for automated control and predictive analytics. The accuracy of this data is a critical requirement for 

infrastructure stability [2]. Data errors lead to automation failures and create vulnerabilities where distorted 

data can mask real cyber incidents or provoke false alarms [3, 4]. Traditional approaches like the Rolling 

Median or the standard Kalman Filter (KF) are non-adaptive, applying filtering to the entire stream without 

distinguishing between noise and valid data. This leads to "oversmoothing," which essentially adds error to 

high-quality data and makes the system vulnerable to False Data Injection Attacks. Therefore, the objective is 

to develop an adaptive framework that dynamically selects a cleaning strategy based on multi-class 

identification of noise types to ensure data integrity. 

Theoretical foundations of adaptive IoT data cleaning 

In the conditions of evolving cyber threats, traditional static filtering methods are insufficient. 

Existing research shows that while deep learning models offer high accuracy, they are often 

computationally intensive and act as "black boxes" [1]. The H-AD-CLEAN methodology departs from 

traditional "blind" filtering in favor of an adaptive, classification-gated approach. The main idea is to 

create a "smart dispatcher" that diagnoses the signal state before applying any cleaning operators. 

H-AD-CLEAN: Hybrid Classification-Gated Architecture 

The H-AD-CLEAN architecture is based on the concept of an intelligent adaptive gateway that 

dynamically manages data streams depending on their actual state and noise level. The system is based 

on a hybrid classifier that combines two parallel analysis methods to achieve maximum accuracy in 

anomaly recognition. The first stream uses one-dimensional convolutional neural networks (1D-CNN) 

for deep waveform analysis and detection of complex time dependencies in the signal, while the second 

stream uses the discrete wavelet transform (DWT) to decompose the signal and extract statistical 

features from the frequency coefficients, which allows identifying textural features of different types of 

noise.  

The logic module, which acts as a cleaning manager, uses the labels received from the classifier to 

select the optimal processing strategy for each specific data segment. If a segment is classified as “clean,” 

the system applies a pass-through operator, which preserves the original integrity of the data and 

completely avoids the unwanted over-smoothing effect that typically occurs with traditional filters. In 

cases where drift, outliers, or constant values are detected, the system automatically routes the data to 

a Kalman filter for selective reconstruction. This approach not only provides higher accuracy compared 

to “blind” filtering, but also creates an additional layer of cybersecurity by preventing False Data 

Injection attacks from masquerading as natural signal distortions. 

Experimental evaluation and comparative analysis were performed on the synthetic dataset 

"Contrast", which simulates temperature fluctuations with superimposed anomalies. The performance 

of the H-AD-CLEAN system was compared with standard baseline methods. The final comparison of 

cleaning efficiency is presented in Table 1. 

Table 1. Final comparison of overall cleaning efficiency. 
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Method name RMSE MAE RMSE Improv. (%) MAE Improv. (%) 

Noisy Signal 1.0758 0.4824 — — 

Moving Median 0.9679 0.6811 10.03% −41.19% 

Kalman Filter 0.7175 0.4126 33.31% 14.47% 

H-AD-CLEAN 0.7029 0.3253 34.66% 32.57% 

 

The results confirm that the hybrid approach outperformed the standard Kalman Filter by achieving lower 

typical error (MAE) through the protection of valid data segments. 

Conclusions 

The research demonstrates that while the Kalman Filter is effective for noise smoothing, its non-
adaptive nature results in significant corruption of valid data. The proposed H-AD-CLEAN system, using 
a "classify-and-act" approach, provides a robust solution for maintaining data integrity in 
heterogeneous IoT systems. By preventing unnecessary processing of clean data, the system achieves 
higher accuracy and resistance to data manipulation, although future work is required to test its 
effectiveness on real-world, chaotic IoT data. 
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Abstract 
The development of smart governance is inseparably linked to the digital transformation of public administration and 

the widespread use of information and communication technologies. However, it must be noted that increasing reliance 

of government services on digital platforms has a hidden issue – significant growth of cybersecurity risks. Considering 

that cybersecurity works as a strategic factor that enhances government efficiency, resilience, and public trust, these 

themes were given prime attention. The study emphasizes the necessity of a holistic cybersecurity framework as the 

foundation for effective smart governance in the context of digital transformation. 

Keywords 
Smart governance, e-government, public administration, cyber risk management. 

Introduction 

In the recent year rapid implementation and introduction of digital government services, smart governance 

models have greatly increased the reliance of public authorities on digital infrastructure, network services, and 

interconnected information systems. This increasing dependence creates exposure of the state institutions to a 

wide range of cyber threats, making cybersecurity a strategic concern rather than just a technical one. Presence 

of such issue leads to a simple conclusion: strong cybersecurity measures are essential to ensure the continuity 

and efficiency of e-government services, as well as to protect sensitive citizen data and safeguard national 

digital assets. 

Theoretical foundations for cybersecurity in smart governance. 

In the context of digital transformation of all spheres, traditional approaches to protecting smart 

governance services are insufficient. Cyber threats are not only becoming more frequent and diverse, 

they are changing the object of influence and are increasingly directed not only at technical 

infrastructure, but also at organizational processes and regulatory mechanisms. Effective cybersecurity 

requires a comprehensive approach that combines technical, organizational and managerial 

mechanisms. 

A comprehensive analysis of these approaches allows us to assess their effectiveness, identify best 

practices and ensure the sustainability of digital public services [1]. 

Regulatory and organizational measures in smart cybersecurity management 

The implementation of smart governance requires a clearly defined regulatory and organizational 
framework. There are several steps to this. 

1) The regulatory framework includes national cybersecurity laws, industry regulations, 
international standards (ISO/IEC 27001, NIST) and widely recognized cybersecurity frameworks such 
as COBIT, CIS Controls and ITIL Security Management. 

2) Organizational governance is split into several clearly defined division of functional 
responsibilities, defining roles for cybersecurity teams, establishing incident response procedures and 
regular monitoring of digital platforms [2]. 

3) Regular security audits, vulnerability assessments, penetration testing and prioritizing protective 
measures based on risks insure on all levels of responsibility. 

4) Awareness raising is imperative for upgrading employee skills, promoting an overall security 
culture, ensuring better training practices. 

Together, these measures will enable government agencies to proactively manage cyber risks, 
maintain business continuity and ensure the resilience of e-government platforms [3]. 
Practical significance for Ukraine 

For Ukraine, the implementation of smart governance requires the adaptation of international 
approaches and cybersecurity standards to the national context. Such steps include: 

- harmonization of national legislation with international cybersecurity standards; 
- development of coordination mechanisms between state bodies; 
- creation of conditions for intersectoral cooperation between state institutions, business and the 

public; 
- increasing cyber literacy and qualifications of specialists in the field of cybersecurity. 
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These measures aim to ensure the resilience of digital public services, as well as to achieve other 
essential goals (protect citizens’ data, and align Ukraine’s smart governance initiatives with 
international best practices).  
Conclusions 

Smart government cannot function without solid cybersecurity. This analysis shows that e-

government services depend on three pillars: reliable digital infrastructure, coherent legal frameworks, 

and clear organizational responsibilities. When any of these elements is weak, service delivery suffers 

and public confidence erodes. What works in practice is a layered approach, that, in its implementation, 

includes combining technical safeguards with sound policy and well-defined governance structures. 

This allows agencies to anticipate threats rather than simply react to them, and helps rebuild trust when 

incidents do occur. There is still much to explore. Future studies should examine how specific national 

contexts shape cybersecurity implementation, and whether emerging tools (particularly AI-driven 

threat detection and automated response systems) deliver on their promise in real government settings. 
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Abstract 
The paper presents a generalized analysis of organizational factors influencing the vulnerability of corporate environments 

to social engineering attacks. It is shown that organizational characteristics play a systemic role in shaping susceptibility 

to manipulation, even in technologically protected systems. Structural, procedural, and cultural-communicative factors are 

identified as key determinants of organizational resilience. The results substantiate the need for an integrated organizational 

approach to counteracting social engineering threats within ISMS. 

Keywords 
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Introduction 

Social engineering attacks represent a persistent and highly effective class of threats to corporate information 

systems, primarily due to their reliance on organizational conditions and patterns of human interaction rather than 

on the exploitation of technical vulnerabilities. Empirical analyses of security incidents indicate that organizational 

structures, procedural maturity, internal communication mechanisms, and security culture significantly affect the 

level of susceptibility to such attacks. However, despite the increasing maturity of technical protection measures, 

the organizational dimension of information security remains insufficiently formalized and systematically addressed 

in both research and practical risk management approaches. 

Therefore, the objective is to conduct an analytical assessment of the impact of organizational factors on 

the vulnerability of corporate environments to social engineering attacks and to determine their role in 

enhancing organizational resilience to such threats. 

Theoretical foundations of research 

The study is based on the analysis of recent scientific publications, international information security 

standards, and documented security incident reports. Existing research predominantly focuses on 

technical, cognitive, or behavioral aspects of social engineering, while organizational factors are rarely 

treated as independent variables. This gap necessitates a systematic examination of organizational 

determinants within a risk-oriented security framework. 

Results  

The analysis reveals that organizational factors exert a systemic influence throughout all stages of 

social engineering attacks, including initiation, detection, response, and recovery. Three interrelated 

groups of factors are identified: 1) Structural factors determine responsibility distribution, decision-

making mechanisms, and coordination efficiency. Vulnerabilities arise when roles are unclear or 

coordination mechanisms are absent. 2) Procedural factors reflect the maturity and operational 

integration of security policies and training practices. Declarative or outdated procedures significantly 

reduce organizational resilience. 3) Cultural and communicative factors shape behavioral norms, trust 

levels, and readiness to report suspicious activities. An institutionalized security culture enhances 

collective threat identification [1]. 

The study demonstrates that isolated improvements within individual factor groups do not 

significantly reduce vulnerability. Effective protection is achieved only through the integrated 

reinforcement of all organizational components. 

Conclusions 

Organizational resilience depends on the coherence of management structures, the operational 
effectiveness of procedures, and the maturity of security culture. The integration of structural, 
procedural, and cultural-communicative elements into a unified organizational security system enables 
early threat detection, effective response, and adaptive recovery. The results provide a conceptual basis 
for improving organizational information security management practices aimed at mitigating social 
engineering risks. 
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Abstract 

Modern network infrastructures face evolving cyber threats such as unauthorized access, DoS/DDoS attacks and zero-

day exploits, leading to 71% of organizations reporting an increase in cyberattack frequency over the past year, 

according to VikingCloud's 2025 cybersecurity statistics. Traditional signature-based Intrusion Detection Systems are 

ineffective against unknown threats, while machine learning models suffer from high false positive rates, overwhelming 

cybersecurity teams. This paper proposes a hybrid framework that combines the Random Forest algorithm for network 

traffic classification with SHAP-based Explainable Artificial Intelligence to provide contextual explanations and reduce 

false positives without losing accuracy. Comparison with literature models confirms the advantages of the hybrid in 

interpretability and organizational efficiency, contributing to faster verification of alerts. 

Keywords 
intrusion detection systems, random forest, explainable AI, CIC-IDS2017, machine learning 

Introduction 

Modern network infrastructures, from corporate networks to critical sectors, are vulnerable to complex 

cyber threats: unauthorized access, malware distribution, DoS/DDoS attacks, APT and zero-day exploits. 

According to VikingCloud's 2025 cybersecurity statistics, 71% of organizations reported an increase in 

cyberattack frequency over the past year. Traditional signature-based Intrusion Detection Systems are 

ineffective against unknown threats, while machine learning models suffer from high false positive rates, 

overwhelming cybersecurity teams.  

A hybrid approach of machine learning and artificial intelligence is necessary because classic machine 

learning models do not provide transparency: without context (for example, why the model marks traffic as 

malicious), analysts waste time on manual verification, while integration with artificial intelligence allows 

generating comments and explanations, turning alerts into actionable insights. 

Background and Evolution of Intrusion Detection Systems 

The Random Forest algorithm is an ensemble machine learning method that consists of a set of decision 

trees. It aggregates the predictions of individual trees to improve the accuracy and robustness of the model. 

For regression problems, aggregation is performed by averaging the predictions of all trees, while for 

classification problems, majority voting is used. 

The hybrid approach's benefits include reducing security team workload through interpretable insights. 

Traditional Random Forest models, resilient to noise, often produce excessive false positives in imbalanced 

datasets, where benign traffic dominates. XAI integration, particularly SHAP, dynamically assesses feature 

importance and discards erroneous alerts via thresholds, lowering false positive rate to 0.07% without affecting 

overall accuracy. 

Proposed Hybrid Framework 

The model is based on the RandomForestClassifier classifier from the scikit-learn library. The explanatory 

AI module is implemented to increase transparency and reduce false positives by contextually analyzing 

predictions. Figure 1 shows a comparison of the ML and ML+AI models. All bars are almost identical. This 

illustrates the lack of difference in metrics, but highlights the potential to reduce false positives in real noisy 

environments while adding context to events. 
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Fig. 1. Comparison of key performance metrics between pure ML and hybrid ML+AI models 

A key element of this study is the context-rich nature of the triggers. During the simulation, XAI 

provided contextual explanations, such as: 

• "Malicious prob 0.79: High SHAP from Destination Port - check Destination Port for anomaly (no

IP/ timestamp available)";

• "Malicious prob 0.86: High SHAP from Packet Length Variance - check Packet Length Variance

for anomaly (no IP/ timestamp available)";

• "Malicious prob 0.87: High SHAP from Fwd IAT Min - check Fwd IAT Min for anomaly (no IP/

timestamp available)".

Conclusions 

A hybrid framework is proposed that combines the Random Forest algorithm with SHAP-based 
Explainable Artificial Intelligence demonstrates significant potential in improving the efficiency of 
Intrusion Detection Systems in modern network environments. The integration of XAI not only provides 
transparency of decisions through contextual explanations, but also helps reduce the burden on security 
teams by turning alerts into actionable insights and reducing the time to verify incidents. This makes 

the framework not just a technical solution, but a tool for stable human-AI interaction. 
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Abstract 

The paper presents a telecom-aligned Zero-Trust concept for small and medium-sized businesses (SMBs) operating in 

multi-cloud and 5G/FWA environments. The approach shifts focus from perimeter security to identity and access 

context, applies policies as code (policy-as-code), and employs ZTNA together with SASE/SD-WAN as enforcement 

points. The architectural foundations cover service microsegmentation, end-to-end mTLS with short-lived certificates, 

and telemetry from IdP/EDR/MDM, SD-WAN, and 5G to form a dynamic risk profile. It is explained how a single 

policy language ensures consistency across cloud, offices, and remote sites, reducing attack surface, accelerating 

incident containment, and simplifying access audits. Practical value for SMBs is outlined: gradual migration from VPN, 

alignment with telecom operators, and predictable costs through managed SASE bundles. Key challenges—asset and 

role inventory, legacy compatibility, and operational habit change—are highlighted along with mitigation approaches. 

Keywords 

Zero-Trust, policy-as-code, ZTNA, SASE, SD-WAN, 5G slicing, IAM/IdP, mTLS, microsegmentation, SIEM/SOAR, 

SMB. 

Digitalization of small and medium-sized businesses (SMBs) is accompanied by growth in cloud services, 

distributed teams, and hybrid connectivity (public Internet, 5G/FWA, private links). Perimeter models 

increasingly mismatch this reality: staff work from diverse devices and locations, data reside across multiple 

clouds, and partner integrations open additional risk vectors. Against this backdrop, Zero-Trust is seen as a 

baseline paradigm: access is not granted “by default”; decisions are made based on identity, context, and 

current risk; and control targets specific services and data flows rather than the “network as a whole.” Telecom 

infrastructure—primarily SASE/SD-WAN and 5G—creates natural touchpoints for implementing this 

approach. SASE unifies networking functions with security services in a single managed platform, while SD-

WAN ensures consistent policy application across branch networks and remote sites. 5G adds traffic 

segmentation (slicing) and stable quality of service for mission-critical flows, including IoT/OT. The approach 

is identity-oriented: decisions are taken not by network addresses, but by who (person, application, 

microservice) is requesting access and under what context. Access is granted to a specific service rather than 

to the entire network—this is the essence of ZTNA. All traffic is encrypted using mTLS, short-lived certificates 

are employed, and session windows are constrained. Workloads are divided into isolated domains with least-

privilege rules, reducing attack surface. Policies are expressed as human-readable code and pass linting, 

testing, signing, and controlled rollout with change audit. The decision process is supported by telemetry: 

signals from IdP, EDR/MDM, SD-WAN, and 5G, together with access logs and UEBA, form a current risk 

profile and influence permissions in real time. 

A unified source of rights and attributes is provided by the IdP/IAM stack with multi-factor authentication. 

A policy controller reads declarative rules, evaluates context, and returns a verdict—permit, deny, or limited. 

At the network edge, the ZTNA/SASE layer with proxy and security gateways performs filtering, DLP, CASB, 

FWaaS, and device-posture checks. SD-WAN and 5G add transport reliability and quality of service for 

branches, mobile users, and IoT, while also supplying valuable telemetry for policies. Endpoint state is 

enforced via EDR/MDM (disk encryption, patching, antivirus, configurations), and PKI/CA handles issuance 

and rotation of short-lived certificates. Events are collected in SIEM/UEBA, while SOAR enables fast 

responses—session isolation, privilege reduction, or token revocation. A user authenticates through the IdP 

with MFA; the system then checks device posture and other contextual attributes. If policies are satisfied, a 

short-lived authorization is issued for the precise service required, and an encrypted connection is established 

via ZTNA/SASE. Continuous monitoring follows; upon suspicious signals—e.g., a sudden geolocation shift 

or posture change—rights are automatically narrowed to read-only, or the session is isolated without manual 

administrator intervention. 

The model provides a single way to manage access across hybrid environments: regardless of whether a 

service resides in the cloud or on-premises, the same rules apply, easing the burden on small support teams. 

Access is tied to specific applications, reducing excessive privileges and complicating lateral movement for 

an attacker. Policies are stored as code with versioning and audit, making it easy to justify why a particular 

user has certain access and to quickly revert to a previous state when needed. Automated anomaly responses 
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shorten the time from event detection to containment, and integration with SASE/SD-WAN and 5G ensures 

policies are enforced consistently at network boundaries. Migration can be gradual: start with critical services 

and gently replace broad VPN tunnels with granular connections. As a result, the number of disparate products 

decreases, administration is simplified, and costs stabilize thanks to managed operator bundles. The approach 

requires a mindset shift: teams accustomed to “network rights” move to a “service rights” model, which 

demands training and time. A high-quality inventory of services, data, and roles is a prerequisite; otherwise, 

least-privilege remains aspirational. Some legacy systems may interact poorly with proxies or mTLS, 

necessitating workarounds and staged activation. Decision accuracy depends on posture and UEBA signal 

quality; “grace” modes, time-bound exceptions, and progressive tightening help mitigate false positives. It is 

also important to control “shadow” services via CASB and DLP and to coordinate security, networking, 

development, and operations, since policies affect code, infrastructure, and user experience alike. 

Market conditions favor adoption: cloud is now standard, remote work is commonplace, and 5G provides 

mass reliable data transport. The industry offers mature services around ZTNA, CASB, and FWaaS, lowering 

the barrier to entry for SMBs. Policies as code naturally fit DevOps/DevSecOps processes, enabling swift, 

controlled changes without manual configuration errors. Most importantly, the model manages risk rather than 

perimeter: decisions account for access context, better matching today’s threat dynamics and distributed teams. 

In finance units, for example, an analyst works with ERP only via ZTNA, and data export is blocked if the 

device fails encryption policies. In engineering teams, a developer sees only required repositories; when 

logging in from an unverified device, rights are automatically reduced to read-only. For warehouse and IoT 

systems, telemetry can flow through a dedicated 5G slice with its own access rules, and control panels open 

only from attested gateways within short sessions. Partners and contractors receive narrow, time-bound access 

to specific SaaS resources with geofencing, and rights are revoked automatically after work completion. 

3. Conclusion

The method demonstrates that combining Zero-Trust with policy-as-code and the telecom pillars of

SASE/SD-WAN and 5G yields a coherent, manageable, and scalable access model for SMBs in hybrid 

environments. Shifting emphasis from network perimeters to identity and context—reinforced by service 

microsegmentation, end-to-end encryption, and automated policy enforcement—reduces attack surface, 

accelerates incident containment, and enables transparent access auditing. Consistency of rules at network 

edges and in the cloud simplifies operations, while operator SASE bundles make expenditures more predictable 

for resource-constrained organizations. At the same time, sustainable results depend on disciplined asset and 

role inventory, signal quality for risk assessment, and gradual user adoption of the new model. Diligent work 

on legacy compatibility, control of “shadow” services, and coordination across security, networking, and 

development are required. With these prerequisites, the concept offers a timely response to the challenges of 

digitalization: it gives SMBs a practical path to improved cyber-resilience and aligns security policy with real 

telecom processes and cloud practice. 
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Abstract 
This paper presents a software system designed to assess the negative consequences of personal data loss in compliance 

with the General Data Protection Regulation (GDPR). The proposed solution integrates legal, algorithmic, and 

analytical components to enable automated evaluation of data breach incidents, calculation of potential financial 

penalties, and generation of mitigation recommendations. 

The system is based on a formalized structural and algorithmic model that supports risk assessment under varying 

incident conditions. Implementation using C# and the .NET Framework ensures scalability, efficient data processing, 

and automated report generation. The system can be applied as a decision-support tool for data protection officers and 

cybersecurity professionals to improve compliance and risk management. 

Keywords 
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The rapid digitalization of society has led to a significant increase in the volume of personal data 

processed by organizations, accompanied by growing risks of unauthorized access, data loss, and 

breaches. Ensuring compliance with the General Data Protection Regulation (GDPR) has therefore 

become a critical challenge, requiring not only formal privacy policies but also effective risk assessment 

mechanisms. Traditional qualitative approaches are often insufficient for accurately evaluating the 

consequences of data breaches under complex legal, technical, and organizational conditions [1]. 

Consequently, there is a need for an automated and GDPR-compliant system capable of assessing 

incident severity, estimating potential financial losses, and supporting informed decision-making in the 

field of personal data protection.  

The proposed system is based on a previously developed formal GDPR model of personal data 

parameters [2] and a method for assessing the consequences of confidentiality breaches [3]. A structural 

model of the system was created, consisting of the following main modules [4]:  data formation and 

storage; violation identification and classification; expert data input; expert data processing and 

evaluation. 

The system allows experts to enter information related to incident characteristics, risk levels, data 

sensitivity, and organizational response measures. These inputs are processed using weighted 

coefficients that reflect the relative importance of each parameter. This approach enables the formalized 

calculation of the most probable financial loss resulting from a data breach. 

Algorithmic support plays a key role in transforming the structural model into an operational 

solution. The developed algorithms implement the logical sequence of actions required for processing 

data breach incidents in compliance with GDPR requirements. The main stages of system operation 

include: incident identification (entering information about the organization, incident type, and scope 

of impact); violation severity determination (automatic classification of the breach based on violated 

GDPR articles); financial impact assessment (calculation of potential fines and losses through a set of 

evaluation subprocesses); report generation (creation of a final assessment with recommendations for 

risk mitigation and compliance improvement). 

An integrated database of incident parameters and evaluation indicators supports data collection, 

processing, storage, and reuse. The database structure follows a hierarchical GDPR-oriented model, 

enabling efficient expert analysis. 

The software system was implemented using the C# programming language within the .NET 

Framework environment. This platform provides stable operation with large datasets, supports 

automated generation of reports in DOCX and PDF formats, and enables the development of an intuitive 

user interface. The modular design ensures scalability and ease of integration into existing information 

security infrastructures [5]. 
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The system includes modules for enterprise identification, selection of violated GDPR articles, multi-
stage fine assessment, and automated report generation with analytical results and recommendations. 

Fig. 1. Generated Report with the Predicted Impact on the Company 
System verification was conducted using five case studies with varying initial parameters. The results 

demonstrated high sensitivity to changes in data confidentiality levels, retention periods, and 
organizational response measures. Incidents involving sensitive personal data and extended retention 
periods resulted in significantly higher estimated financial penalties. 

The analysis showed that final loss values depend not only on quantitative factors, such as incident 
duration and data volume, but also on qualitative factors, including the presence of an incident response 
plan, notification of supervisory authorities, and the organization’s reaction to the breach. The system 
also accounts for internal threats, which increase the overall risk coefficient. 

These results confirm the system’s ability to integrate legal, technical, and organizational factors in 
accordance with GDPR provisions. 

This study presents a software system for assessing the negative consequences of personal data loss 
in compliance with GDPR. The proposed solution integrates algorithmic, legal, and analytical 
components into a unified framework for automated incident evaluation. 

The system formalizes the assessment process, supports quantitative financial estimation, and 
generates practical recommendations for risk mitigation. Implementation in C# / .NET Framework 
ensures reliability, scalability, and usability. The system can be effectively used as a decision-support 
tool for information security and data protection professionals. 

Future work will focus on integrating machine learning techniques for predictive analysis and 
developing a cloud-based version of the system to expand its applicability. 
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Abstract 
The development of a digitalized and information society significantly reformats the nature of conflicts on a global 

scale, leading to the emergence of new forms of confrontation, in particular hybrid wars and latent information warfare. 

The large-scale implementation of digital technologies, global communication networks and data exchange platforms 

promotes the active use of information as a strategic resource, a tool of influence and management, which are used to 

adjust political, economic and social processes. The latent nature of information warfare in the digital environment 

complicates its timely detection and counteraction, which requires a scientific understanding of the role of information 

and cybersecurity as domains of hybrid confrontation, as well as the formation of the concept of the principles of 

information warfare in the context of hybrid aggression against Ukraine. 

Keywords 
hybrid warfare, information warfare, information theories, concept of information security 

Introduction 

Cyberspace has become one of the domains of confrontation, where cyberattacks are carried out against 

critical information infrastructure, state registers, financial systems, and energy facilities in order to destabilize 

governance processes and create an effect of uncertainty. At the same time, instruments of latent information 

warfare are actively employed, including disinformation campaigns, information and psychological 

operations, fake accounts, bot farms, and targeted influence technologies that enable covert pressure without 

direct military intervention. 

The informatization of society and rapid digitalization have caused hybrid warfare and latent information 

warfare to acquire a systemic character, combining military, political, economic, informational, and cyber 

instruments of influence. A revision of approaches to information counteraction under conditions of hybrid 

warfare is inevitable, as traditional warfare is aimed primarily at the physical destruction of the adversary, 

whereas hybrid warfare (including the information domain) is focused on achieving cognitive capitulation. 

The primary objective of such warfare is the manipulation of the logosphere − the totality of social meanings 

through which individuals interpret reality − as a lever of influence on human consciousness. 

The development of a new approach to information counteraction in hybrid warfare should be grounded in 

a semantic approach that considers information through the prism of quality, significance, and its ability to 

reduce entropy (uncertainty) in public discourse, as well as in information security theory, where information 

is classified as a weapon capable of ideological diversion and semantic manipulation [1; 2]. 

In this context, the study of the Ukrainian experience becomes particularly relevant, as information attacks 

are superimposed on prolonged psycho-emotional stress within society. A decade-long period of continuous 

traumatization − from territorial occupation to full-scale aggression and the challenges of the COVID-19 

pandemic − has created conditions for reduced cognitive resilience. This makes the population more vulnerable 

to technologically sophisticated manipulations amplified by artificial intelligence algorithms . 

At present, information warfare operates at the intersection of mathematical modeling, psychological 

destabilization, and technological expansion, generating new challenges not only for Ukraine but also for the 

global security order. The effectiveness of the aggressor’s information attacks is largely обусловлена the 

specific condition of Ukrainian society, which has been living under prolonged and continuous stress for more 

than ten years. Assessing societal sensitivity to influence is based on an analysis of the causes of cognitive 

distortions resulting from long-term, multi-level neurotization. The chronology of stress factors includes the 

occupation of part of the territory in 2014, the COVID-19 pandemic, and the full-scale invasion in 2022. The 

combination of these events has produced a cumulative effect of psycho-emotional exhaustion. Persistent 

traumatization associated with wartime losses, destruction, and uncertainty about the future has led to increased 

emotional non-resilience and a decline in critical thinking abilities. As a result, society becomes more 

vulnerable to disinformation attacks, prone to wishful thinking or total pessimism, which increases overall 

informational vulnerability and amplifies negative content. 

The use of artificial intelligence further destabilizes information security by combining three types of 

models: mathematical models that allow precise identification of the informational value of messages for 

specific audiences; logical models used to construct formally correct but substantively false conclusions; and 
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cognitive models aimed at directly distorting human perception of reality. Such technological convergence 

enables the creation of realistic deepfakes and automated bot networks that scale disinformation exponentially 

[3; 4]. 

At the same time, information warfare is not confined to Ukraine’s borders; at the global level, its strategic 

objective is to erode international support through: 

– economic blackmail, implemented via narratives about “Ukraine’s responsibility for global increases in

energy and grain prices,” which stimulate protest sentiments in EU countries and exert pressure on 

governments to reduce assistance; 

– discrediting aid by spreading fakes about the “resale of Western weapons on the black market,” often

using AI-generated videos, deliberately causing delays in arms supplies due to verification requirements and 

provoking political debates in partner countries. Humanitarian inversion is also employed (for example, 

accusing the Armed Forces of Ukraine of “killing civilians in Bucha” and labeling the tragedy as a “staged 

event”), aimed at creating “gray zones” in the perception of truth, undermining trust in facts, and eroding the 

ability to distinguish truth from fabrication. 

Based on the research conducted, a scheme was formed that reflects the concept of the principles of 

information warfare, taking into account the cognitive impact and technological challenges of hybrid 

aggression. 

Figure 1: The concept of the principles of information warfare: cognitive impact and technological challenges 

of hybrid aggression 
The proposed conceptual framework of information warfare principles will serve as a tool for the 

theoretical understanding and practical overcoming of mass social apathy and war fatigue, which pose 

a threat of declining support for Ukraine. Adherence to the principles formulated above makes it 

possible to transform society from a passive object of influence into an active subject of resistance, 

capable of effectively and sustainably countering cognitive distortions under conditions of hybrid 

warfare and disinformation. 
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Abstract 
The article considers the issue of personal data protection in event registration databases. The main cyber threats 

inherent in such systems are analyzed, as well as key methods and technologies for their neutralization in accordance 

with the international standards NIST, GDPR and ISO/IEC 27001. Examples of practical application of modern 

approaches to ensuring security in registration systems used during mass sports events are given. A model for assessing 

the level of personal data security in event registration databases is proposed, which includes five key components: 

authentication, availability, content, protection and deletion of data. A five-point scale is used for each component, 

which allows calculating the integral system security indicator. This approach provides an objective measurement of 

the level of security, identification of weaknesses and prioritization of measures to eliminate them. 
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In the modern digital environment, personal data has become a highly valuable asset, making its protection 

a key priority for both public and private sectors. Mass sporting events, which gather tens of thousands of 

participants each year, require the processing of large volumes of sensitive information, including 

identification details, medical data, and payment information. As a result, registration databases (RDs) for 

sports events have become attractive targets for cybercriminals. 

Effective protection of RDs requires a comprehensive approach that combines technical and organizational 

measures, security policies, and continuous monitoring. International standards such as OWASP Top 10, NIST 

SP 800-53, and GDPR emphasize the need for multi-layered security, including TLS encryption, multi-factor 

authentication, role-based access control, web application firewalls, intrusion detection and prevention 

systems, and centralized incident monitoring. 

This issue is especially critical in countries facing heightened cyber threats or wartime conditions, such as 

Ukraine, where large sporting events are held amid ongoing information warfare. Despite this, many 

registration systems still rely on basic security measures, which are insufficient against modern threats. The 

lack of regular security assessments allows vulnerabilities to persist and weakens incident response. Therefore, 

developing a model to assess the security level of personal data in sports event registration databases is 

essential to identify weaknesses, provide mitigation recommendations, and enhance cyber protection in line 

with international best practices. 

Modern sports event registration systems handle large volumes of sensitive data and therefore require strong 

security measures. A fundamental requirement is protecting data during transmission using HTTPS with 

modern versions of TLS, which ensures confidentiality and integrity and prevents interception of personal, 

medical, and payment information. Another key element is multi-factor authentication (MFA), which greatly 

reduces the risk of account compromise. While simplified authentication may be acceptable for regular 

participants, MFA is essential for administrative and other high-privilege accounts. Effective access control, 

particularly through role-based access control (RBAC), further limits unauthorized actions by granting users 

only the permissions necessary for their roles. 

Equally important is continuous monitoring and detection of security threats. Tools such as SIEM, IDS/IPS, 

and detailed audit logs enable real-time detection of attacks and rapid incident response. However, as digital 

infrastructures expand, attack surfaces grow, and common threats—identified in OWASP Top 10—include 

injection attacks, weak authentication, data leaks, and insufficient monitoring. Many event organizers struggle 

with limited resources, lack of unified security policies, and human factors, making ad hoc protection 

insufficient. These challenges highlight the need for a structured security assessment model that objectively 

evaluates protection levels, identifies vulnerabilities, and supports effective security improvements without 

excessive costs. 

The developed model for assessing the security of the sports event registration database is based on five 

key components: authentication (A), availability (B), content (C), protection (K), data deletion (M). Each of 

these elements covers critically important aspects of cybersecurity that determine the level of protection of 
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personal data throughout the entire information life cycle. A five-point scale is used for assessment, where 5 

is a high level of protection, 0 is no measures. The integrated security level indicator (RDSL) is calculated as 

the arithmetic average of the scores of the five components: 

𝑅𝐷𝑆𝐿 =
𝐴 + 𝐵 + 𝐶 + 𝐾 + 𝑀

5
The model involves the following stages: system identification, information collection, criteria verification, 

scoring, and report generation. The advantages of the model are objectivity, versatility, ease of implementation, 

compliance with international security standards, and practical benefits for organizations working with large 

amounts of personal data. First, to assess the security of the RD, it is necessary to enter the parameters, where: 

parameter A is authentication in the RD; parameter B is accessibility in the RD; parameter C is content in the 

RD; parameter K is ensuring RD protection; parameter M is deleting data from the RD. It is also necessary to 

introduce a rating system for each of the points of each parameter. In this case, I will use a five-point rating 

system, where: 5 - yes, the system is protected; 0 - no, there is no protection. Each parameter will be the 

arithmetic average of the ratings of all its sub-points, that is, the overall security rating will be equal to the 

arithmetic average of all parameters and is also derived using a 5-point system. Each parameter includes an 

analysis of the following elements: 

Table 1. Detailed value of each parameter 

Parameter Item Question 

А А1 Is there a login and password? 

А2 Is there multi-factor authentication for all users? 

А3 Is there two-factor authentication for RD administrators? 

А4 Does the user have the ability to change their password at any time? 

А5 Do users have the ability to change their data in their personal account? 

А6 Do users have the ability to delete all their data from the RD? 

В В1 
Are administrators required to update their passwords at a certain frequency, or is such functionality not 

provided? 

В2 Who has access to the administrative part of the RD? 

В3 Is there access for a regular user in the RD admin? 

В4 Who provides administrative access to the RD? 

В5 Are there different levels of access to the RD? 

С С1 Is access granted for permanent use or for a certain period? 

С2 Who enters the personal data of participants? 

С3 Who sets the data parameters from users? 

С4 Does the administrator have access to edit the data entered by the user? 

С5 How is the RD tested? 

К К1 Are the users asked for consent to the processing of the personal data they entered? 

К2 Is open-source testing performed for vulnerabilities? 

К3 Does the registry have its own interface? 

К4 Is the website protected? 

К5 Does the website have a built-in access control system? 

М М1 Is it possible to access the administrative part of the RD from the public Internet? 

М2 Is it possible to restore deleted data? 

М3 Can all RD administrators delete data? 

М4 Is the history of changes to information in the RD visible? 

М5 Who provides access to delete data? 

The article considered the problem of cyber protection of personal data in sports event registration 
databases. The main threat vectors and modern technical and organizational solutions for their 
minimization were analyzed. The proposed security level assessment model allows for a systematic and 
objective assessment of the state of cyber protection, identification of weaknesses and formation of 
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priorities for improvement. The practical value of the model lies in its versatility, ease of application and 
compliance with international standards GDPR, NIST, ISO/IEC 27001. It can be adapted for different 
types of registration systems or mass ticket sales services for concerts, festivals or other events. 
Prospects for further research include audit automation, integration with SIEM and IDS/IPS systems, 
comparative analysis of different platforms and development of tools for monitoring the dynamics of 
the security level. Thus, the proposed approach can become a practical tool for sports event organizers, 
IT teams and cybersecurity specialists. 
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Abstract 

This paper presents a mixed-integer linear programming (MILP) model for optimizing intrusion detection system (IDS) 

function placement across Edge–Fog–Cloud layers in IoT networks. The model minimizes processing latency while 

respecting computational capacity, memory, bandwidth, and privacy constraints (ε). Hypothetical evaluation shows 

20–40% latency reduction with ε ≤ 0.1 and less than 2% accuracy degradation compared to traditional deployments. 

Keywords 

IoT security, intrusion detection, Edge–Fog–Cloud architecture, MILP optimization, differential privacy1 

Traditional cloud-centric IDS architectures introduce significant latency, bandwidth consumption, 
and privacy risks for IoT networks. Multi-layer Edge–Fog–Cloud architectures enable distributed 
processing, but optimal function placement remains an open challenge. This work formulates IDS 
placement as a MILP optimization problem, balancing latency minimization with resource and privacy 
constraints. 

The objective function minimizes total latency: 
min Σ(k,ℓ) ak,ℓ λk pk,ℓ + Σ(k,ℓ≠ℓ') yk,ℓ,ℓ' λk+1 dℓ,ℓ' 
where ak,ℓ ∈ {0,1} indicates whether function k executes at layer ℓ, yk,ℓ,ℓ' tracks data transfers, λk 

represents traffic intensity, pk,ℓ is processing time, and dℓ,ℓ' denotes network delay. 
Key constraints include: CPU capacity (ΣCPUk,ℓ ≤ Cℓ), memory limits (ΣMemk,ℓ ≤ Mℓ), privacy 

budget (Σεk,ℓ ≤ εmax), detection accuracy (Σerrk,ℓ ≤ Errmax), and bandwidth (Σλk+1 ≤ BWℓ,ℓ'). 
The privacy parameter ε (differential privacy) quantifies information leakage: ε ≈ 0 at Edge (local 

processing), ε ≈ 0.1 at Fog (partial aggregation), ε ≈ 0.3 at Cloud (centralized analysis). 
Typical parameter values based on recent literature: Edge (5 ms delay, ε=0.0, CPU=100), Fog (20 ms, 

ε=0.1, CPU=300), Cloud (80 ms, ε=0.3, CPU=1000). The model was implemented using PuLP/Gurobi 
with hypothetical data. 

Four deployment scenarios were compared: 
Table 1. Comparison of IDS deployment scenarios. 

Scenario Avg. Latency (ms) ε Latency Reduction 

Cloud-only 110 0.30 --- 

Edge-only 45 0.00 -59%

Fog-centric 38 0.12 -65%

MILP-optimized 32 ≤ 0.10 -70%

The MILP-optimized configuration achieves 70% latency reduction while maintaining privacy budget ε 
≤ 0.1 and accuracy loss below 2%. 
This MILP formulation enables quantitative optimization of IDS placement in Edge–Fog–Cloud 
architectures. Hypothetical evaluation indicates substantial latency improvements (20–40%) while 
satisfying privacy and resource constraints. Future work includes integration with streaming 
frameworks (Flink/Spark), scalability assessment, and experimental validation using Edge-IIoTset 
2023, CICIoT 2023, and Bot-IoT 2020 datasets. 
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Abstract 
The current state of infrastructure development due to the spread of cyber threats requires the development of new 

approaches to protecting corporate databases, taking into account the structural and functional relationships between 

the components of the protection system and the processes of data collection. One way to solve the problem is to 

develop formalized models that allow quantitatively assessing threat levels and determining response priorities. The 

mathematical model developed in the research process represents three levels (structural, functional, threat level) and 

allows you to visualize critical points and the most important components of the system and quickly make decisions to 

apply countermeasures. 

Keywords 
Cyber threats, databases, structural-functional analysis, mathematical modeling 

Introduction 

The number of digital technologies grows daily, leading to the emergence of new cyber threats. There 

is a pressing need to improve techniques for detecting anonymous users, as malicious actors frequently 

exploit anonymity to carry out cyberattacks. Identifying anonymous users allows for the prevention and 

minimization of cyber incidents, thereby safeguarding critical state infrastructure through the 

monitoring and restriction of actions by unauthorized persons. 

The aim of this study is to develop a mathematical model for structural-functional threat analysis, 

which formalizes the relationships between corporate database components, data processing functions, 

and potential security threats. 

A considerable number of researchers have focused on the development and application of structural 

and functional analysis in various scientific domains, given its growing relevance in modern conditions. 

Most publications address its application in the social sciences [1– 2]. 

Basit et al. [3], when studying cybersecurity challenges, employed the Interpretive Structural 

Modeling (ISM) method combined with the Cross-Impact Matrix Multiplication Applied to Classification 

(MICMAC) approach developed by the United Nations. Their goal was to analyze barriers to solving 

cybersecurity problems. This constitutes a qualitative method for structuring poorly defined 

relationships among elements of complex systems. However, the study does not address the functional 

component of the system. 

Zhylin et al. [4] focused mainly on the operation of a Security Operations Center (SOC), whose 

primary function is the monitoring and analysis of cybersecurity issues and incident response on the 

Internet. Such an approach pays insufficient attention to the stages of intrusion prevention and post-

attack recovery, indicating a need to expand SOC functionality. At the same time, the authors note that 

these functions are not formalized or described in terms of their operational roles within the 

cybersecurity center. 

The standards ISO/IEC 27005:2022 and NIST SP 800-150, although not explicitly using the term 

“structural and functional threat analysis,” contain several provisions and approaches that can be 

interpreted in this way. They provide guidance on information security risk management, including the 

process: establishing context - risk identification - risk analysis - risk evaluation - risk treatment. Two 

risk identification approaches are introduced: 

- Event-based approach – considers risk scenarios at the level of risk sources, consequences, and 

context; 

- Asset-based approach – begins with assets (system components), their vulnerabilities, threats, and 

related scenarios. 

The standards do not prescribe specific evaluation methods (quantitative or qualitative) but allow 

organizations to select an approach adapted to their context. 

Thus, the analysis of scientific literature and regulatory documents confirms the necessity of 

developing a structural and functional analysis model aimed at protecting corporate 

databases.Theoretical foundations of developing a method for structural and functional analysis of 

corporate database protection systems 
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The structural-functional analysis of threats to corporate databases formalized as a mathematical 

model that reflects the relationships between the structure of the information system, data processing 

functions, the nature of threats, and the resulting level of risk or security. The model combines a 

structural representation of the system (what exists) with a functional representation (what it does) in 

a single analytical scheme, where threats are described as impacts on these elements. The main idea of 

the model is that a threat is considered as a functional influence on a structural component of the system, 

leading to a change in the security state (e.g., loss of data integrity or availability). The model can be 

represented as a graph or a multi-level block diagram, including three main levels (Figure 1): 

- Structural level, which describes the system elements ‒ database servers; client applications; users 

(administrators, analysts, clients); network nodes (gateways, routers, VPNs, firewalls); authentication, 

logging, and backup subsystems; 

- Functional level, which describes processes and interactions ‒ executing database queries; access 

management (authorization, authentication); transaction processing; data transfer between client and 

server; security monitoring; 

- Threat and impact level, which describes the “threat-component-function” relationships ‒ types of 

threats (external/internal); implementation mechanisms (technical, organizational, social engineering); 

affected function (e.g., authentication or data transfer). 

 

 
Figure 1: The result of the graph model of structural-

functional analysis of threats to corporate databases. 

 

The network infrastructure is represented as a weighted graph: 

, 

where C={ci} is the set of system components, T={tj} is the set of threats, and E⊆C×T denotes the 
relationships between them with weights wij indicating the impact level.  

Functional dependencies among components are defined by the matrix: 

,      , 

where fik reflects the functional significance of component ci in performing function k.  
The integrated system risk is calculated as: 

, 

where pj is the probability of threat tj occurrence.  
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This model enables quantitative risk assessment considering both the structural topology and 
functional interdependencies of the corporate information system. 

Conclusions 
The method of structural-functional analysis of the corporate database protection system allows us 

to consider security not only as a set of technical measures, but as a holistic system that takes into 
account the structure of relationships, the functions of elements, the dynamics of risks and the 
effectiveness of countermeasures. It serves as a universal tool for studying corporate database security 
risks, optimizing protective measures and increasing the cyber resilience of enterprise information 
systems. 
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