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1 Learning objective

Learning of the iteration algorithm of harmonic equalizer parameters optimization
by coordinatewise descent method.

2 References

1 3axapuenko H.B. Ontumuzanuss ¥ MOJEIUPOBAHHUE CHCTEM CBs3H: YyueO.
nocobue / H.B. 3axapuenko, I1.5. Hyneneman — OOUC um. A.C. IlonoBa. — Onecca,
1988. 4. 1. - 86 c.

2 3axapuenko M.B. MareMaTnuHi OCHOBHM ONTHUMI3aIlll TEJICKOMYHIKAI[IHHUX
cuctem: niapyunuk / M.B. 3axapuenko, C.M. I'opoxoB, M.M. banan, M.M. T'agxues,
B.B. Kopuuncekuii, A.I'. JloxxkoBcbkuii - Oneca: OHA3 im. O.C. [lonosa, 2010 - 240c.

3 baman H.M. HWrepaunoHHBI aNropuT™M ONTHUMHU3ALUMHA MapaAMETPOB
FapMOHUYECKOTO KOPPEKTOpa METOJIOM TOKOOPJIMHATHOIO CHYCKAa: METOJUYECKOE
PYKOBOJICTBO K IPOBEICHHUIO MPAKTUUYECKOTO 3aHATUS W J1Ta0OpaTOpHON pabOThI IO
IUCHUIUIMHAM «MeToabl onTuMHu3aum» U «OCHOBBI aBTOMATHU3ALMU MTPOEKTUPOBAHUS
P2A» / H.M. baman, M.M., T'agxueB, E.H. MapteinoBa — Opecca: OHAC
nMm. A.C. Ilomona, 2006. — 16 c.

3 Home assignment
1 Study theoretical points using given methodical instructions or recommended
literature.
2 Be ready to answer the following test questions.

4 Test questions

1 Mathematically formulate the task of optimization of linear distortions parameters in
telecommunication channel.

2 Block diagram of optimization of polynomial equalizer parameters.

3 Block diagram and transfer function of harmonic equalizer.

4 Root-mean-square error of a correction as a function of equalizer regulable
coefficients.

5 The reason of numerical methods application for searching of equalizer coefficients
optimal values.

6 The essence of iterative optimization methods.

7 Peculiarities of iteration algorithm of harmonic equalizer (HE) parameters
optimization by coordinatewise descent method.

5 Laboratory task

— display and write down in Table 2 the values of the channel attenuation-frequency
characteristic (AFC) samples before the correction (4, dB);

— according to the written values construct a graph of channel AFC before
correction;

— display and write down in Table 3 the values of the samples of channel group
traveling time (GTT) variation before the correction (7, ms);

— construct a graph of GTT variation in channel before the correction;



— run the optimization of harmonic equalizer parameters (adjustment), introducing
on computer demand the following initial data:

number of HE taps (regulators) (V) - 2
accuracy of HE regulators setting (E1) - 0.001
accuracy of correction (E2) - 0.01

initial values of HE coefficients (regulators G0 and G1) are to be selected
from Table 1 according to the number of working place in the
laboratory:

Table 1 Initial values of equalizer regulators GO and G1

No 0 | 2 3 4 5 6 7 8 9
G0 0 0 0,5 1 1,5 2,5 3 0 1 2
G1 0 3 3 3 3 3 3 4 4 4

Table 2 Attenuation-frequency characteristic

Attenuation-frequency characteristic, 4, dB

f, Hz 62,5] 125 | 250 | 375 | 500 | 625 | 750 | 875 | 1000
Channel before
correction
Equalizer |after adjustment
Channel + chain after
equalizer equalizer
adjustment

Table 3 Group traveling time

Group traveling time, 7, ms

f, Hz 62,5 | 125 | 250 | 375 | 500 | 625 | 750 | 875 |1000
Channe before
correction
Equalize |after adjustment
Channel + chain after
equalizer equalizer
adjustment

Press «Enter» button for the execution of sequent step of adjustment.
Write down the values of equalizer regulators GO and G1 and the values of
correction error D” at every step of adjustment into Table 4.
— look over the AFC and GTT channel characteristics at every step of equalizer
adjustment;
— write down into Tables 2 and 3 AFC and GTT characteristics of channel before
correction and the chain (channel + equalizer) after adjustment completion (at

the last iteration);
— construct the graphs of AFC and GTT in threes: channel before correction,
the chain after the first correcting step and the chain after completion of

correcting adjustment;




5
— redraw from the display into the report the level lines of function D* and draw
with a polygonal line a search path with the iterations number pointing;
— construct a graph of values of correction error D> depending on iteration
number (Ne of a step) according to the data from Table 4;
— compare obtained channel characteristics after the correction with the channel
characteristics before the correction by the variation value:

Ad=A; sy = Aposoonz3 AT =T poppsu: =T posoo e s
— draw conclusions on advantages and disadvantages of coordinatewise descent
method taking into consideration the results of executed work.

Table 4 Correction error values at the iterations numbers
Iteration Regulator G0 Regulator G'1 Correction error D’

number value value value
0

N NN [ B|W|IN|—

Note:

1) Numerical data into the Tables 2, 3 and 4 are to be inroduced with three
significant figures.

2) For a zero iteration number the initial values of equalizer regulators GO and G1
are to be written according to the given variant.

6 Report contents

1 Block diagram of harmonic equalizer, used in the laboratory lesson.

2 The principles of iteration algorithm of adjustment by coordinatewise descent
method.

3 Three graphs of AFC on one figure: channel before correction, chain after the first
step of correction and chain after completion of correcting adjustment (according to
the data of Table 2).

4 Three graphs of GTT on one figure: channel before the correction, chain after the
first step of the correcting and chain after the completion of correcting adjustment
(according to the data of Table 3).

5 Graph of level lines of function D* and search path with the iterations number
pointing.

6 Graph of the values of correction error D’ depending on the iteration number
(according to the data of Table 4).

7 Calculated data of variation AA and AT before and after the correction.

8 Conclusions on the laboratory lesson results:

a) on the characteristics behaviour,
b) on advantages and disadvantages of coordinatewise descent method.



7 Theory

Optimization of parameters (correction and rectification) of linear distortions in
telecommunication channel can be realized by concatenated connection into the
transmission chain of linear correcting devices (equalizers), providing in the given
frequency range o, < ® < ®, the execution of the condition

H(jo)G(jo) = F(jo), (1)
where H(jo), G(jo) and F(jm) - transfer functions of distorting telecommunication
channel, equalizer and «ideally» corrected transmission chain correspondingly.

In. H (]0)) G (]0)) Out.

N F(jo) e

Figure 1 — Connection of equalizer into transmission chain

If the channel transfer function H(jw) is known beforehand, equalizer can be

calculated and synthesized as a device with fixed parameters, but in many practical
tasks function H(jw) is not defined beforechand (for example, on switched

telecommunication network), and sometimes can be variable during a transmission (for
example, in multipath radiochannels). Then the correction task resolves into the
synthesis of retunable linear quadrilateral with transfer function Giup(jo).

Presently polynomial equalizers are widely used with the transfer functions as a
generalized polynomial

N
Gt ()= kZ g, ¥, (o) )
=0

where ¥, (jw), (k = 0, 1, ..., N) — previously realized (so called basis) functions,
and g, (k =0,1,..,N ) — varied parameters (real numbers), by changing of which the

synthesis of necessary equalizer transfer function is done. A functional diagram, shown
at fig. 2, corresponds to a formula (2).

8o
¥y (jo) >_'
e
>
¥, (jo) >_. 3
In. 20 Out.
g
N w
¥y (jo) f—] >

Figure 2 — Functional diagram of polynomyal equalizer
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Criteria for the estimation of quality of parameters optimization. An index,
which can be considered as the best characterizing quality of transmission, is the error
probability (error rate). Under the influence of linear distortion its value increases, as
because the influence of intersymbol interference sample of a signal can vary towards a
neighbouring permitted value, and the slight interference will be enough for assigning
of the incorrect value to the received signal at sample moment. However, both
calculation and measuring of error probability in the conditions when not only white
noise is reproduced as an interference, entail the high expenses of time.

In many cases for the estimation of transmission quality more simple criteria can
be used, indirectly related to error probability. The frequently used index is a root-
mean-square (RMS) error. We’ll explain its sense.

The required transfer function of equalizer G( jco) is always realized with some

error. Denoting as Gimp,(j(o) and F, mpl(j(o) transfer functions of the technically

implemented equalizer and the chain «channel plus equalizer» correspondingly (see
fig. 1), obtain the expression for correction error

eljo)= Fjo) = Fy, (jo)= F(jo) - H(jo)G,,(jo). (3)
While the correction of channels frequency characteristics with the polynomial

equlizer expression for the error of required channel transmission function synthesis
with an account of (2) can be written as

e j0)= F(jo) ~ H(jo)- Gy ()= F(jo) ~ H(jo): zg -, (jo).

e( jco) - complex-valued function of frequency . However, observation of e( jco)

during the equalizer adjustment is difficult.
In practice instead of (3) the most often used value is

= ﬂe(@] * do , 4)

where ®, u o, — lower and upper frequencies of the telecommunication channel
bandwidth. Expression (4), called as root-mean-square error (RMS error) of channel

correction, is numerically equal to the square under the curve ‘e(oo){z (fig. 3).

A

e(joo)’

’//

/ //////

Figure 3 — To the concept of root-mean-square error

\

Introduce its new designation:
D*(gy, 815 &y-1) = Ele(jo) €05 &1 g1 |



Process of the finding of error D? minimum at varying the parameters >
(k =0,12,..,N - 1) in the case of apparatus minimization — is called parameters
optimization or polynomial equalizer adjustment.
If the optimization of equalizer parameters is carried out by root-mean-square
criterion D?, the error can be monitored in time domain also. Indeed, let for simplicity
in(4) o, =0, o, =Q, where Q — the highest frequency of low-frequency band, then:

o) N1 2 e N-1 2
D’ = I F(jo) - ngq)k(j@)‘ do = 27TJ. {f(f)— ng(Pk(t):| dt (5)
0 k=0 S k=0
where
1 ¢ : 1 ¢ :
O p. F(jo)-e’do, (1) = I jQ)k(j@)‘ e’”do
-Q -Q

- impulse responces of the circuits with the transfer functions F(jm) and @, (jo),
correspondingly. At that
D, (jo) = H(jo) - ¥ (jo).
If the highest frequency in the spectrum of time functions f(z) and o, (¢),
(k =0,12,..,N - 1) does not exceed Q, the error D* (according to the sampling
theorem) can be found by sample values of these functions:

5 o &L N-1 2 T
D = f(mT) - ng(pk(mT) , where Tza. (6)
k=0

m=—0o0
Block diagram of entire complex, consisting directly of polynomial equalizer and
device for adjustment, is shown on fig. 4.
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The sensor of pattern function (for example, f (kT )) sends signals to one of the

entrances of comparison device. To its other entrance comes the signal from equalizer
output. Comparing device calculates error D* and controlling device changes the
positions of equalizer adjustment units g, (k =0,1,2,...N — 1) until the correction

error will not attain its minimum value.

Polynomial equalizer with orthogonal basis functions is called harmonic equalizer
(HE). It obtained a wide circulation in telecommunication technique due to realization
simplicity. The basis functions of HE are following

¥, (jo) = e /ol T = %, k=-m—m+1,..(n—1)n

Harmonic equalizer (HE) is implemented on delay line with taps and summing
device. Fig. 5 shows the block diagram of HE, employed in the laboratory lesson, with
the number of regulators N equal to 2.

Gy G

Input o T

Summing device

l Output

Figure 5 — Block diagram of HE with two variable parameters

Transfer function of such HE has the form
G (jo)=>.Ge ™ =G, +G, - " (7)

T — time delay, introduced by the delay element and equal to the sampling interval.

The basic parameters of harmonic equalizer are:

— correcting precision;

— time of adjustment;

— complication of the automatic adjustment system.

Correcting precision depends on the number of equalizer regulable parameters
2,(G,) and on the value of frequency characteristics variation of telecommunication

channel.

Time of equalizer adjustment — is a time during which initial value of error reduces
to the required level, which enables the steady operation of the data transmission
system.

HE adjustment rate depends on applied optimization method, lying in a basis of
automatic adjustment system construction.
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Adjustment of harmonic equalizer in accordance with minimum of RMS error

Adjustment of equalizer consists in finding of such values of regulators
(20> g1» -» gy_;) in the HE delay line taps, at which root-mean-square error of

correction D°(g,, g, ..., gy_;) Will be minimal.
Function D* (go, iy s & N—1)> minimum of which has to be found while varying
the coefficients g;, is denoted as goal function.

In many practical tasks a goal function is not specified directly, so neither function
itself, nor its derivatives can be described analytically. However, it is possible to
execute experiments and measurings to define the values of goal function and
approximate values of its derivatives.

Several kinds of methods are known, allowing to find a minimum of nonlinear
function Dz(go, iy s & N—1)> which is not specified analytically. These methods are

named «numericaly and allow by the series of steps (iterations) to approach the
minimum of this function with the sufficient degree of accuracy.

Numerical methods of optimization of functions of several variables generally
can be devided into:

- zero-order methods or direct methods,

- gradient methods.

Zero-order methods are based on the use of only measured or calculated values of
goal function. Advantage of these methods is evident, because in a number of practical
tasks there is only information about values of the function. Gradient methods are based
on calculation of goal function derivatives.

Procedure of stepwise approaches to the minimum demands the unimodality
feature of investigated goal function. This means, that given function in the limited
region of acceptable values of variable parameters must have one extremum point —
minimum. It is proved, that correction root-mean-square error Dz(go, s ees gN_l)

satisfies the condition of unimodality.
Function D’ (go, iy s & N—l) can be represented in an explicit form as function

of second power from N variables.

A
2 ' '
D (g 08 1) NC
3 . 2 ' '
min D*(g5, g1) ,
P uaaan sy g1
@ 3G >
N5 )
!
&1 &1
1 7 ;
! : ,/’ Cl < C2 < C3
80 <~ _ ______ A ___ L
. 2 ' ' ' '
min D ( ) ( )
20 80> &1 80> &1 a) b)

Figure 6 — Root-mean-square error D’ (go , 81 )
a) — two-dimensional parabolic surface; ©6)— level lines of surface
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On fig. 6,a function of two variables D*(g,, g;) — two-dimensional parabola is

resulted, and on fig. 6,b — level lines of this function. As level lines of a function are
named the projections of sections of this function by planes, parallel to the domain of
definition.

Coordinatewise descent method

The most simple method of multidimensional optimization of goal function of N
variables is the coordinatewise descent method, or method of step-by-step search by
every variable. Its essence while finding of, for example, minimum is in stepwise
changing of each of independent variables g, until the investigated function D? (gl-) will

not cease to decrease, and following turning to other variable until all variables will not
be looked over. Thereafter return to that variable, from which a search began, opening
in this way the second iteration of process and so on.

Coordinatewise descent method belongs to the direct methods of finding of a
function D*(g,, g;» ..., gy_;) minimum, and allows either automatic, or manual

adjustment of equalizer.

Formula of iteration algorithm of coordinatewise descent method looks like:

gi(k+l)

i — number of independent variable (of HE regulator) (i =0,1,..,N - 1);

= gi(k) + ocl(k)Vi(k) , where k — iteration number;

ocl(k)- parameter, characterizing a length of a step;
k) vector, determining the varied (active) variable on s-th step
V(k) = [eo, €], s €} ], e — unitary vectors:
v =1, 0,0, ..., 0]
v = o, 1,0, .., 0]
v = o, 0,1, ..., 0]

¥ =[1,0,0,..1]
Block diagram of coordinatewise descent method algorithm is given on fig. 7.

Efficiency of coordinatewise descent method depends on the type of level lines.
As far as every link of the search path is parallel to one of coordinate axis, and general
motion path within the domain of definition is «stair-like», coordinatewise descent
method is most effective, when the level lines are of the form of circles or ellipses, the
main axes of which are parallel to coordinate axes. In this case it is enough to execute
single exhaustion of all independent variables to attain a minimum. If the main axes of
ellipses are turned in relation to coordinate axes, it is necessary to change directions of
search many times, before minimum will be attained.

It is proved that if a channel does not have amplitude-frequency distortions, the
level lines of root-mean-square error are circles, and application of coordinatewise
descent method in this case is most effective.
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Figure 7 — Coordinatewise descent method algorithm
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Example. 1t is necessary to find the optimum values of coefficients of harmonic
equalizer g, and g,, delivering a minimum of function (root-mean-square error):

D*(gy. &) = 285 + 381 — 20g, —12g, + 62
by coordinatewise descent method.

Step 1. The assignment of initial values:

(0) _ 0:

g(()o)=0; g , D0

(g(()o),gl(o)) =62

Step 2 (1-st external iteration).
1-st internal iteration:

o= g 40l =0+ o)

00— 8
g =g =0,

- Let’s put values g(()l) and gl(l) into expression for D* (go, gl). We’ll find ocf)o)

opt ?
for the purpose of what will study the obtained expression (function Dz(l)( g(()l), gl(l)))
on the extremum with respect to variable o, analytically:
D*(a) = 205 — 200, + 62
According to the necessary conditions of function extremum — equality to zero of
its first derivative we get

d\D?
—( (OLO))=4OL0—2O=O; ¥ ot = 9.
do, P
- Find the coefficients of equalizer on 1-st iteration
g(()l) = g(()o) + ago)opt =0+5=5

! = g0 =0
- Define the value of goal function on 1-st iteration

DZ(I)(g(()l),gl(l),a(o) ): 2:52-20-5+62=12;

0 opt
- Check the execution of a condition
p20(gl), gV) < p20)(gl0), ¢(0))

2-nd internal iteration:
5

—e® a0+ ol?)

- Let’s put values g(()l) and gl(l) into expression for function D° (go, gl) and will

find a§°>0pt, for what will study the obtained expression (function D?( g(()l), gl(l))) on

extremum with respect to variable o, analytically.

D*(o) = 30,,° — 120, + 12
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According to the necessary conditions of function extremum — equality to zero of

its first derivative with respect to variable o, we get

d\D’
d(p’(@) - (al))=6oc1 —12=0; ¥, =2
,
- Find the equalizer coefficients on 2-nd internal iteration
(1) _
gy =3

gl =gl” +al" =0+2=2;
- Define the goal function value on 2-nd iteration
Dl g a® )=3.2>-12.2+12=0;

opt

D), ¢0) < p20)(g(0) 4(0))

- Minimum is attained, D> = 0 at gy =5and g, = 2.

A

&1 oint of

minimum
D*(5, 2)

24 Ll __ &K ___Y_)___._

g + o 2-nd internal
; 2o + o 5 Iteration 20
0, 0) — (5, 0) —1-st
initial point internal

iteration

Figure 8 — Search path of function minimum by
coordinatewise descent method

2 2
D*(gy, g1) = 2gy" + 38" —20g, —12g, + 62

Notes:

1 Considered example refers to the case, when amplitude-frequency distortions are
absent and level lines of function D? are ellipses, the main axes of which are parallel to
the axes of coordinates. Therefore, the search of a minimum of function occurs for one
external iteration (2 internal).

2 For simplification of calculations in given example values o, and o; were
defined by analytical research of a function on extremum, while in practice these
calculation are executed, as a rule, by approximative methods.



15
Disadvantages of coordinatewise descent method:
1 The necessity of solving the task of definition of optimal coefficients a, and o,

values on every step, that results in increasing of calculations amount.

2 The dependence of algorithm efficiency on amplitude-frequency characteristics
of a channel (i.e. on type of level lines).

The first disadvantage can be decreased by choosing o, and a,; values constant on

every step. Such way simplifies the calculations, but multiplies the number of iterations.

The second disadvantage cannot be excluded in the context of coordinatewise
descent method. Therefore, other methods are used, which are based on motion,
following the directions, which are not parallel to the coordinate axes, i.e. gradient
methods of optimization.

Glossary
adsustment precision — TOYHOCTb — TOYHICTh KOPEKTYBaHHS
KOPPEKTUPOBAHUS
attenuation-frequency = — 4acTOTHas XapaKTepUCTUKA — YAaCTOTHA XapaKTEPUCTHKA
characteristic (AFC) 3atyxanus (UX3) sracanHs (UX3)
block diagram — CTPYKTypHas cxema — CTPYKTypHa cxema
concatenated connection — KacKaJHO€E BKJIIOYEHUE — KaCKaJaHE BKIIFOYECHHSA
coordinatewise descent — MeTOJ TOKOOPUHATHOTO — METOJ] TOKOOPIMHATHOTO
method CIycKa CIIyCKY
domain of definition — 00J1acTh omnpeieeHus — 00J1aCTh BUBHAUYCHHS
goal function — reneBast QyHKIHUSA — IUIbOBA (PYHKITIS
group traveling time — TPYIIIIOBOE BpEMSI — TPYIOBUI yac
(GTT) npoxoxaeHus (I'BIT) npoxomxeHus (['YIT)
GTT variation — HepaBHOMepHOCTH ['BII — HepiBHOMIpHIcTh [UIT
harmonic equalizer — TApMOHUYECKUN KOPPEKTOpP — rapMOHINHUI KOPEKTOP
iteration algorithm — UTEPALMOHHBIN AJITOPUTM  — ITepaLliiHUI aIrOPUTM
level lines of function = — nuHUM ypoBHS HyHKUIUU — JiHiT piBHA QyHKIIT
pattern function — (yHKITUS-00pa3el — (byHKIIIs-3pa30K
projection of section — IPOEKIIHS CEUECHHUSI — IPOEKIIis nepepizy
root-mean-square €rror - — cpeaHeKBaIpaTUIHA — CepeIHhOKBAIpaTHYHA
MOTPEITHOCTh moxXuoOKa
search path — TPAaeKTOpHs MOUCKA — TPA€EKTOPIs MOLIYKY
significant figure — 3Hayvaras nudpa — 3Hauyia nudpa
single exhaustion — OJIHOKpaTHBIN repedop — OJIHOpa30Be NepeOupaHHs
transfer function — nepenatovyHasi GQyHKUIUs —nepenatHa QyHKIis

unitary vectors — BEKTOPBI-OPTHI — BEKTOPHU-OPTH
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