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PREFACE

This  course  is  designed  as  a  textbook  of  methodics  for  engineering
students on special sections of mathematical analysis, such as integral calculus and
ordinary differential equations.

The examples are presented demonstrate applications of mathematical analysis
to various problems of mechanics and physics.

The study of these examples is very important since the main interest of an
engineer lies in solving concrete applied problems.

In doing the exercises by themselves, students find that they are required to
devote considerable time to calculation.
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PART I
                  

INDEFINITE INTEGRAL  
 

    § 1. Antiderivative. Indefinite Integral

We have solved the problem of finding the derivative of a given function. Now
we proceed to the inverse problem: given the derivative of a function, to find this
function.  The  solution  of  this  problem  is  of  great  importance  for  mathematical
analysis and its applications.

Definition.  An antiderivative (a primitive) of a given function f(x) in a given
interval is any function F(x) whose derivative is equal to the given function for any
point of this interval:

( ) ( )xfxF =′   (1.1.1)

For example

( ) ( ) CxxFxxf +−=⇒= cossin , as ( ) .sincos xCx =′+−

Definition. The operation of finding antiderivatives is called integration.

Theorem. Let ( ) ( )xFxF 21 ≠  are antiderivatives of a function f(x) in any interval 

then ( ) ( ) CxFxF += 12 .

To prove it denote ( ) ( )xFxF 12 −  as ( )xϕ . So we have

( ) ( ) ( ) ( ) ( ) ( )( ) ( ) ( )
( ) ( ) ( ) .0

121212

Cxxfxf

xFxFxFxFxxFxFx

=⇒=−
=′−′=′−=′⇒−=

ϕ
ϕϕ

Thus ( ) ( ) .12 CxFxF +=  The theorem is proved.

Definition. A set of all antiderivatives of a function ( )xf  is called an indefinite 

integral of this function and is denoted by the symbol ( )∫ .dxxf  

It is read: indefinite integral of a function ( )xf  with respect to x.
The function f(x) is called the integrand, the expression f(x) dx is the element of

integration, and the variable x is the variable of integration. 
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§ 2. The Basic Table of Integrals

(1) ( )1,
1

1

−≠+
+

=∫
+

α
α

α
α C

x
dxx (2) ∫ ∫=−

x

dx
dxx 1  = Cx +ln     

(3) ∫ += Cx
x

dx
2

(4) .
ln

C
a

a
dxa

x
x +=∫ (5) .Cedxe xx +=∫

(6) ∫ +−= .cossin Cxxdx (7) ∫ += .sincos Cxxdx

(8) .cot
sin 2

Cx
x

dx +−=∫     (9) ∫ += .tan
cos2

Cx
x

dx

   

(10) ∫ =
− 21 x

dx
.arcsin Cx + (11) ∫ +=

+
.arctan

1 2
Cx

x

dx
 

(12) ∫ +±+=
±

.1ln
1

2

2
Cxx

x

dx
(13) .

1

1
ln

2

1

12
C

x

x

x

dx +
+
−=

−∫

Each of these integration formulas is easily checked by differentiation.

(*) Note that if ( ) ( )∫ += CxFdxxf  then ( ) ( )∫ ++=+ .
1

CbkxF
k

dxbkxf

§ 3. Properties of Indefinite Integral

Using  the  definition  of  antiderivative  and  properties  of  derivatives  we  can
prove the next theorems.

Theorem  1.3.1.  The  derivative  of  an  indefinite  integral  equals  the
integrand:

( )( ) ( )xfdxxf =
′

∫ .

Example. .
22

33

xx

xx
dx

xx +=
′






 +
∫
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Theorem 1.3.2. The differential of an indefinite integral equals the element of
integration:

( ) ( )∫ = dxxfdxxfd . 

 
Theorem 1.3.3.  The integral of a differential of a function  u  is  u plus an

arbitrary constant C:

∫ += Cudu .

Example. ( )∫ += .coscos Cxxd

Theorem 1.3.4. A constant may be moved across the integral sign:   

( ) ( )∫ ∫= dxxfCdxxCf  (C ≠ 0).

Example.  ∫ ∫ +== .555 Cedxedxe xxx

Theorem 1.3.5. The integral of a sum of a finite number of functions is equal
to the sum of the integrals of these functions:

( ) ( )∫ ∑ ∑ ∫
= =

=
n

k

n

k
kk dxxfdxxf

1 1

.

Example.

.cos2
2

sinsin
1

2

Cxx
x

xdx
x

dx
xdxdxx

x
x

+−+=

=++=




 ++ ∫∫ ∫∫

§4. Integration by Parts

The  general  method,  called  integration  by  parts, depends  upon  the
formula for the differential of a product: vduudvuvd +=)( or ( ) .vduuvdudv −=
When this is integrated, we have

∫ ∫−= vduuvudv (1.4.1)
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Formula (1.4.1) expresses one integral,  ∫ udv ,  in terms of a second integral

∫ .vdu  

If, by proper choice of u and dv, the second integral is simpler than the first, we may 
be able to evaluate it quite simply and thus arrive at an answer. 

Case 1. If an integrand is a product of a polynomial by one of the trigonometric or 
exponential functions we denote the polynomial as u and the other part of element of 
integration as dv.

Case:  2.  If  an  integrand  is  a  product  of  a  polynomial  by  one  of  an  inverse
functions, namely xxxarcxxx a ln  ,log  ,cot  ,arctan  ,arccos   ,arcsin  we denote the
inverse function as u. 

Example 1.4.1.

.lnln
ln

ln Cxxx
x

xdx
xx

xvdxdv
x

dx
duxu

xdx +−=−=














=⇒=

=⇒=
= ∫∫

Example 1.4.2.

( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )

( ) .12sin
4

3
2

12cos31
12cos

2

3

2

12cos31

12cos
2

1
12sin

331
12sin31

Cx

xx
dxx

xx

xvdxxdv

dxduxu
dxxx

++−

−+−−=+−+−−=

=














+−=⇒+=

−=⇒−=
=+−

∫

∫

Sometimes to obtain the desired result it is necessary to use integration by parts
several times. If this is Case 1 it is possible to use the Tabular Integration:

Example 1.4.3.  

( )∫ =−+ xdxxx cos132

     (2x+3)    ( )xsin

2 ( )xcos−
0 ( )xsin−

= ( ) ( )( ) ( ) =+−+−+−−+ Cxxxxxx sin2cos32sin132

( ) ( ) .cos32sin332 Cxxxxx +++−+=
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As you see here are derivatives of  the polynomial  in the first  column and the
antiderivatives of the trigonometric function in the second. The first  product is
taken with its own sign, the second is with opposite sign and so on. 

§ 5. Method of substitution (Integration by change of variable)
 
When computing integrals we have resorted to the theorem on the invariance

of integration formulas. If we succeed in writing the element of integration in the
form

( )( ) ( ) ( )duufdxxxf =′ϕϕ

where ( )xu ϕ=  and if the integral

( ) ( ) CuFduuf +=∫

of the expression on the right-hand side is known, the original integral is equal to

( )( ) ( ) ( )( ) CxFdxxxf +=′∫ ϕϕϕ .

Remark: When you evaluate integrals by substitution do not forget to return to
the original variable!

Example 1.5.1.

( ) ( ) .34
12

1
34

12

1
12

1

9

1
9

934
34

3 433/43

3/43/1

2

23

3 32

CxCx

Cuduu

du
dxx

dudxxux
dxxx

+−−=+−−=

=+−=−=

=
















−=⇒

⇒=−⇒=−
=−

∫

∫

Up to now we have used the method of substitution by replacing the variable of
integration  x by another variable  u using the formula  ( )xu ϕ= .  But it is also
possible to make a substitution not by expressing u in terms of x but, by taking x
as a function of u. That is by putting

( ) ( ) duudxux  ψψ ′=⇒=

12



(it is supposed that ( )uψ  and ( )uψ ′  are continuous). Then

 ( ) ( )( ) ( )duuufdxxf ψψ ′=
and

( ) ( )( ) ( )duuufdxxf ψψ ′=∫ ∫   (1.5.1)

If the integral on the right-hand side of (1.5.1) is found and expressed as F(u)+C,
the given integral can be found by returning to the variable  x. To do it we are
need to express u in terms of x from the equation ( )ux ψ= .

Example 1.5.2.

( )

( ) .1arcsin
2

1

2

arcsin2sin
arcsin

2

1

2

2sin

2

1

2cos1
2

1
cos

arcsin

cossin11

cossin

1

2

2

222

Cxxx

C
x

xC
u

u

duuudu

xu

uux

ududxux

dxx

+−+=

=+




 +=+





 +=

=+==

=



















=
=−=−

=⇒=

=−

∫∫

∫

§ 6. Integrals Involving cbxax ++2

 
The general quadratic ( ) ,2 cbxaxxf ++=  0≠a  can be reduced to the form  a
( )Bu +2  by completing the square, as follows:

,
4

4

2442
2

222

2

2
22

a

bac

a

b
xa

a

b
c

a

b
x

a

b
xacbxax

−+




 +=−+





++=++

and substituting ,
2a

b
xu += ,

4

4 2

a

bac
B

−= which gives us

( ) ( )Buaxf += 2 .

Example 1.6.1.

( ) =
+−

+
∫

462

1
2 xx

dxx

13



( ) ( )( )

( )

.23
2

3
ln

22

5
23

2

1

4/1ln
22

5
4/1

2

1
4/122

5

4/1

4/1

22

1

4/1

2/5

2

1

2/51

2/32/3

4/12/32232462

22

22

22

2

2

222

Cxxxxx

Cuuu

u

du

u

duu
du

u

u

ux

dudxuxux

xxxxx

++−+−++−=

=+−++−=

=
−

+
−

′−=
−

+=

















+=+
=⇒+=⇒=−

−−=+−=+−

∫∫∫

Remark. It is possible to calculate integrals of a type dx
cbxax

NMx
∫ ++

+
2 ,

dx
cbxax

NMx
∫ ++

+
2  without substitution. To do it use the next algorithm :

1. Write the derivative of quadratic form in the numerator.
2. Equate the coefficients.
3. Write the integral as the sum of two integrals, calculating the first of them by

formulas (2) or (3)  (see § 2).
4. To  calculate  the  second  integral  complete  the  square  and  use  one  of  the

formulas (10)-(13) in § 2.

Example 1.6.2. 

=
++

−
∫ 7123

15
2 xx

x

=
( ) ( ) =

++
−

++

′++=
++

−⋅−⋅+
∫∫∫ 7123

11
7123

7123

6

5

7123

1
6

512

6

5
126

22

2

2 xx

dx
dx

xx

xx
dx

x

x

( ) ( )

( )
.

3/52

3/52
ln

3/523

11
)7123ln(

6

5

3/5)2(3

11
7123ln

6

5

3

5
23

3

7
423

3

7
437123

2

22

2

2222

C
x

x
xx

x

dx
xx

xxxxxx

+
++
−+

⋅
−++=

=
−+

−++=














 −+=





 +−+=





 ++=++

∫

14



§ 7. Integration of Rational Fractions

Definition. A ratio of two polynomials is called a rational function or rational
fraction.

Definition. If a degree of a numerator is less than a degree of a denominator
this fraction is called a  proper fraction. If this is not so a fraction is called an
improper fraction.

For example, the fractions 
14

1
,

1598

753 3

2

2

−
+

++
−+

x

x

xx

xx
 are improper fractions, and

the fraction  
12112

1
4

3

−+
−

xx

x
 is the proper fraction.

 Every improper fraction is the sum of polynomial and a proper fraction.

The fraction  
53

6522
2

23

+−
−++

xx

xxx
 is improper. The division of the numerator by

the denominator gives us: 
    6522 23 −++ xxx   532 +− xx

 ( )xxx 1062 23 +−−        82 +x
        658 2 −− xx

             ( )40248 2 +−− xx

             4619 −x

      Thus we have

      
53

4619
82

53

6522
22

23

+−
−++=

+−
−++

xx

x
x

xx

xxx
.

Definition.  The fractions of a kind  ( ) ( ) lk
qpxx

NMx

x

A

++

+
− 2

,
α where  042 <− qp ,

are called the partial fractions. 
It is known that any polynomial with real coefficients can be expressed as a product 
of real linear and quadratic factors. Namely: 

( ) ( ) ( ) ( ) ,121

11
2

21 
lkk

n qxpxxxxQ ++−−= αα  

where nlkk =++++  121 2 .
Suppose that there is a fraction

( )( ) ( ) ,
)(

21 k

m

xxx

xP

ααα −−− 
 kkm ααα ≠≠≠< 21, , then 

( ) ( ) ( ) k

k

k

m

x

A

x

A

x

A

xxx

xP

αααααα −
++

−
+

−
=

−−−


 2

2

1

1

21

)(
(1.7.1)
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To find the coefficients kAAA ,, 21  we can use so called “finger’s rule”:  
( )

( ) ( )
( )

( ) ( ) .,,
11121

1
1

−−−
=

−−
=

kkk

k
k

k

m P
A

P
A

αααα
α

αααα
α






( )
( )

km
x

xP
k

m <
−

,
α

, then

( )
( ) ( ) ( ) αααα −

++
−

+
−

=
− −

−

x

A

x

A

x

A

x

xP
k

k
k

k
k

m 1
1

1  (1.7.2)

Here only coefficient kA  can be calculating using the “finger’s rule”. To find the rest
coefficients  we  use  the  method  of  indefinite  coefficients. To  do  this  reduce  the
fractions of the right hand side of (1.7.2) to the common denominator. Then equate
the coefficients of corresponding powers of  x, and solve the resulting equations for
the undetermined coefficients.

( )
( ) 04,2, 2

2
<−<

++
qpkm

qpxx

xP
k

m
, 

then

( )
( ) ( ) ( ) qpxx

NxM

qpxx

NxM

qpxx

NxM

qpxx

xP
k

kk
k

kk
k

m

++
+

++
++

+
+

++

+
=

++
−

−−
2

11
12

11

22
  (1.7.3)

Here all of coefficients are calculated by the method of indefinite coefficients. 

Example 1.7.1. Express the fraction ( )( ) 22 11

42

−+
+−
xx

x
 as a sum of partial fractions.

The given fraction is the proper irreducible fraction. Using the decompositions (1.7.2)
and (1.7.3) we have

( )( ) ( )
( ) ( ) ( )( ) =−++++−+=+−

⇒
−

+
−

+
+
+=

−+
+−

111142

11

1

111

42

222

2222

xxAxxNMxx

x

A

xx

NMx

xx

x

  ( ) ( ) ( ) ( )1212 23 +−++−++−+−++= ANxANMxANMxAM .

To order for this to be an identity in  x,  it  is  necessary and sufficient  that the
coefficient of each power of x be the same on the left side of the equation as it is on
the right side. Equating these coefficients leads to the following equations:

3x AM +=0 (1)
x      ANM +−=− 22 (2)

0x     14 +−= AN (3)
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( ) ( )
( )
( ) .21

,233

,12212

=⇒−=⇒
−=⇒−=⇒

=⇒−=−⇒−

MAM

ANA

NN

Hence

( )( ) ( )
.

1

2

1

1

1

12

11

42
2222 −

−
−

+
+
+=

−+
+−

xxx

x

xx

x

Example 1.7.2. Evaluate

∫ −−+
−+

.
1

2
34

34

dx
xxx

xx

Solution. The integrand is a rational fraction, but it is not a proper fraction. Hence we
divide first:

( ) ( )
1

1
1

1

11

1

2
3434

34

34

34

−−+
−+=

−−+
−+−−+=

−−+
−+

xxx

x

xxx

xxxx

xxx

xx
.

The denominator factors as follows:
( ) ( ) ( ) ( )

( ) ( ) ( ).111

11111
2

3334

++−+=
=−+=+−+=−−+

xxxx

xxxxxxxx

Then

( ) ( ) ( ) ( )

( )( ) ⇒−=+++++⇒

⇒
++

++
+

=

=
+++

=
++−+

−=
−−+

−

111

11

1

11

1

11)1(

1

1

1

2

2

2234

xNMxxxx

xx

NMx

x

xxxxxxx

x

xxx

x

( ) ( ) ( ) 1111 2 −=++++++⇒ xNxNMxM .
Equating the coefficients of corresponding powers of x , we get

11

01
0

2

=+
=+

N

M

x

x

Solving this system of equation with respect to M and N we receive

.0,1 =−= NM

Hence,

∫ ∫ =






++
+

+
+=

−−+
−+

dx
xx

x

x
dx

xxx

xx

11

1
1

1

2
234

34

[see § 6]=
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( )
( ) ( )

( ) =++⋅−+++++=

=
++

−
++

′+++++= ∫∫

C
x

xxxx

x

dx
dx

xx

xx
xx

2/3

5.0
arctan

3

2

2

1
1ln

2

1
1ln

2/35.02

1

1

1

2

1
1ln

2

222

2

.
3

12
arctan

3

1
1ln1ln 2 C

x
xxxx ++−+++++=

§ 8. Integration of Function Rational with respect to
      Trigonometric Functions 

There are two ways to evaluate an integral of a kind

( )∫ dxxxR cos,sin (1.8.1)

where the integrand is a function rational with respect to sin x and cos x.

1. Transformation an integrand using trigonometric formulas.

2. Trying to use the substitution.

 Example 1.8.1.  

( )

( ) .
32

4sin

84

4sin

8

1
4cos1

8

1

8

4cos1

4

2sin

2

2sin
cossincossin

cossin

22
222

22

C
xx

C
x

xdxx

x

xx
xxxx

xdxx

+−=+




 −=−=

=



















−=

==




==⋅

=⋅

∫

∫
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And now let us consider some special trigonometric substitutions.

Example 1.8.2. Evaluate the integral 

dx
x

x
∫ + 2

3

sin4

cos

The integrand is the odd function with respect to cos x, so that we try the 
substitution sin x = t:

( )

( )

,
2

arctan
2

5

2

5
1

4

54

4

1

4

1

4

)1(

sin4

coscos

sin4

cos

,1cos,cossin

sin4

cos

222

2

2

2

2

2

2

2

2

2

2

3

22

2

3

C
t

t

dt
t

dt
t

t
dt

t

t
dt

t

t

t

dtt

t

xdxx

x

xdx

txdtxdxtx

x

x

++−=

=






+
−−=

+
−+−=

+
−−=

+
+−=

=
















+
−=

+
=

+

−==⇒=
=

+

∫ ∫∫∫

∫

 

where t = sin x.
Example 1.8. 3. Evaluate the integral 

∫ ++ xx

dx
22 sin5cos34

The integrand is the even function with respect to sin x and cos x. So try the 
substitution tan x = t:

( )∫ dxxxR cos,sin
( )

( )

( )

























+=

+=

+=⇒

⇒=

=
=−−

2

2

2

1/1cos

,1/sin

,1/

tan

:

cos,sin

cos,sin

tx

ttx

tdtdx

tx

onsubstituti

xxR

xxR ( )
( )





















−=
=
⇒=

−
=−

22 1cos

,cos

sin

:

cos,sin

cos,sin

tx

dtxdx

tx

onsubstituti

xxR

xxR( )
( )





















−=

−=
⇒=

−=
=−

22 1sin

,sin

cos

:

cos,sin

cos,sin

tx

dtxdx

tx

onsubstituti

xxR

xxR
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( )( ) ( ) ( )

( ) ( )
.

7

tan3
arctan

73

1

7

3
arctan

73

1

37

73791

)1(

sin5cos34

1

79

1

5

1

3
4sin5cos34

1
sin,

1

1
cos,

1
tan

sin5cos34

22

2222

2

22

2

2

2

2

2
22

2

2
2

2
2

2

22

C
x

C
t

t

dt

t

dt

tt

tdt

xx

dx

t

t

t

t

t
xx

t

t
x

t
x

t

dt
dxtx

xx

dx

+=+=
+

=



























+
=

++
+=

++
⇒

⇒
+

+=
+

+
+

+=++⇒

⇒
+

=
+

=
+

=⇒=

=
++

∫

∫

It has been discovered that the substitution 

2
tan

x
t = (1.8.2)

enables us to reduce the problem of integrating any rational function of sin x and 
cos x to a problem involving a rational function of t. This in turn can be integrated 
by the method of partial fractions. In fact:

( )

∫ ∫

∫

=
+





+
−

+
=

=























+
−=

+

−
=

+
=

+
=

+
=⇒=⇒=

=

.)(
1

2

1

1
,

1

2

1

1

2
tan1

2
tan1

cos,
1

2

2
tan1

2
tan2

sin

1

2
arctan2

2
tan

cos,sin

122

2

2

2

2

2

2

2
2

2

dttRdt
tt

t

t

t
R

t

t
x

x

x
t

t
x

x

x

dt
t

dxtx
x

t

dxxxR

Thus  the  substitution  (1.8.2)  is  a  very  powerful  tool.  This  method  is
cumbersome,  however,  and  is  used  only  when  the  simpler  methods  outlined
previously  have  failed.  The  substitution  (1.8.2)  is  called  the  Euler’s substitution
(universal substitution). This method is very convenient for computing integrals of
the form 

∫ ++ cxbxa

dx

sincos
.
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Example 1.8.4.

=
−+∫ 1sincos xx

dx

( )








































−
+=

−
=

=
−−+−

=







−

+
+

+
−+

=
−+

+
−=

+
=

+
=⇒=

dt
tt

dt
tt

ttt

dt

t

t

t

t
t

dt

xx

dx
t

t
x

t

t
x

x

dt
dx

x
x

1

11

2

2

121

2

1
1

2

1

1
1

2

1sincos

1

1
cos,

1

2
sin,

1

2

2
tan

2

22

22

2
2

2

2

22

= .

2
tan1

2
tan

ln
1

ln1lnln
1

11
C

x

x

C
t

t
Cttdt

tt
+

−
=+

−
=+−−=







−
−∫

§ 9. Integration of Some Irrational functions

1. To evaluate  integrals of the form 

( )∫ +++ dxbaxbaxbaxxR nkkk ,,,. 21  (1.9.1)

we can try the substitution 
ntbax =+ ,

where n is the least common multiple of the indices of radicals.

Example 1.9.1.

=
+∫ 3 xx

dx
∫∫ =

+
=

+
=



















=

==

=⇒=

dt
t

t
dt

tt

t

xt

heretxtx

dttdxtx

1
66,,

6
3

23

5

6

233

56

( ) ( ) ( ) =
+

−+−+=
+

−+= ∫∫ dt
t

ttt
dt

t

t

1

111
6

1

11
6

23

∫ =






+
−+− dt

t
tt

1

1
16 2

=++−+−=+





+−+−= CttttCtt

tt
1ln66321ln

23
6 23

23

.1ln6632 663 Cxxxx ++−+−=
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2. Integrals involving  222222 ,, axxaxa −+− may be simplified by

trigonometric substitutions:

a) [ ] tataxxa cossin22 ===− (1.9.2)

b) [ ]
t

a
taxxa

cos
tan22 ===+ (1.9.3) 

c) ta
t

a
xax tan

cos
22 =



 ==− (1.9.4)

Example 1.9. 2. Evaluate the integral

( )
dx

x

x
∫

+
6

32 9

Here we have the case (1.9.2) where a = 3. Hence

( ) ( ) =

























=

=+

=⇒=

=
+

∫

3
arctan

cos

3
9

cos

3
tan3

9 32

2

6

32

x
t

t
x

t

dt
dxtx

dx
x

x

,
sin45

1

sin5

1

9

1

sin

cos

9

1
556

C
t

C
tt

tdt +−=+




 −== ∫

where .
3

arctan
x

t =

Even when it is not clear at the start that a substitution will work, it is advisable
to try one that seems reasonable. Sometimes a chain of substitutions will reduce the
given integral to the table integrals.

 Miscellaneous Problems

Evaluate the following integrals:

1. ( )∫ − 1075x

dx
2. ( )∫ −

dx
x

x
57sin1

7cos
 

3. ∫
−

dx
x

x

2cos

52tan3
2

5

4. ∫ − 5.021x

dx
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5. ∫ − x

x

e

dxe
2

2

35
6.

∫
⋅+ xx

dx

1ln
2

1

7. dx
x

x x

∫
+−

3

33 33  8. ∫
−

dx
e

e
x

x

2

3 72
 

9. ∫ − xe

dx
43

  10. ( )∫ + dxee xx 22 31cos

11. ( )∫ − x

dx

45cot
12. ∫ xdx4cos

13. ∫ + xx

dx

62
      14. ( )∫ − 35sin 2 xx

dx

15. ( )∫ +− 331 2x

dx
  16. ∫

−− 221 xx

dx

17. ∫ − 2510

4

x

dxx
      18. ( )∫ −+ 415 2x

dx

19. ∫ − 15ln2 xx

dx
      20. ∫ − x

x dx
10

5

21

2

21. ∫ + x

xdx

2cos5

2sin
2  22. ∫

−−

−
223

)13(

xx

dxx

23.
( )

∫ ++

−

206

35
2 xx

dxx
      24.

( )
∫ ++

+
22

12
2 xx

dxx

25. ∫ −−
+

152

)43(
2 xx

dxx
 26.

( )
∫

+
x

dxx
2cos

1

27. ∫ xdx3log  28. ( )∫ − xdxxx 3sin3 23

29. ( )∫ − dxx x251        30. dx
x

xx
∫ +

++
57

41014 23

31. ∫ +−
+

dx
xxx

x

34

1
23  32. dx

xxx

xx
∫ +++

++
22

344
23

2

 

33. ( ) ( )dx
xxx

xx
∫ +−+

+−
25105

85283
2

2

 34. ∫ ++ 4cos4sin xx

dx

35. ∫ +− xx

dx
2cos32sin1

36. ∫ ⋅ xdxx 5sin3sin 22

37. ( )∫ ++ xx

dx

12
38. ∫ dx

x

x
3

3

cos

sin
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39. ∫ +
dx

x

x

14
40. ∫ xdx5tan

41. ∫ xdx2sin 3
42. ∫ xx

xdx

3cos3sin

6cos
22

43. ( )∫
+ 721 x

dx
44. ∫ − dxx 225

45. ∫ − 52

2

)25(x

dxx
46. ∫ − 21 x

xdx
 

47. .2cos
2

sin xdx
x

∫

PART 2  

DEFINITE INTEGRAL

§ 1. Definite Integral. Existence Theorem

Let there be a bounded function  f(x)  on a closed interval [a,b]. We partition

the interval into n subintervals by choosing 1−n  points,  121 ,,, −nxxx  , between a

and b subject only to the condition that
.121 bxxxa n <<<<< −

To make the notation consistent, we denote a by 0x  and b by nx . 

The set P = [ ]nxxx ,,, 10   is called a partition of [a, b].

The typical subinterval [ ]kk xx ,1−  is called the kth subinterval of P. Its length is

∆ 1−−= kkk xxx . Next we take in each subinterval an arbitrary point , denoting these

points by nξξξ ,,, 21  . Now we form the sum

( )∑
=

=
n

k
kn fS

1

ξ ∆ kx (2.1.1)

This sum which depends on P and the choice of the numbers kξ  is called an integral

sum. We denote k
k

x∆max  by λ and call it a diameter of partition.

Definition. The limit of the integral sums (2.1.1) as  0→λ  is called the definite
integral of the function f(x) with respect to  x over the interval [a,b] and is denoted as

( )∑
=→

n

k
kf

1
0

lim ξ
λ

∆ ( )∫=
b

a

k dxxfx  (2.1.2)

This is read as the integral of  f(x)dx from a to b.
f(x) is called an integrand and f(x)dx is called an element of integration,
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a is the lower  limit, b is the upper limit.
The symbol  ∫ is an integral sign. Leibniz chose it because it resembled S in the
German word for summation.
It is possible to prove 
Theorem (the existence of definite integral). 

If a function  f(x) is continuous on an interval [a,b], then its definite integral
over [a,b] exists. 

 § 2. The Newton – Leibniz theorem

Let  f(x) be a continuous function in the closed interval [a,b] and  F(x) is an
antiderivative of  f(x) that is ( ) ( )xfxF =′ . Then

( ) ( ) ( )∫ −=
b

a

aFbFdxxf (2.2.1)

Obviously  

( ) ( ) ( ) ( )( ) ( )( ) ( )∑ ∑∑
= =

−
=

− ′=−′=−=−
n

k
k

n

k
kkk

n

k
kk FxxFxFxFaFbF

1 1
1

1
1 ξξ ∆ kx =

    ( )∑
=

∆=
n

k
kk xf

1

ξ .

If 0→λ  we have

( ) k

n

k
k xf ∆∑

=→
1

0
lim ξ
λ

( ) ( )( ) ( ) ( ) ( ) ( ) b
axFaFbF

b

a
aFbFdxxf  lim

0
=⇒−= ∫ −=

→λ

The symbol    
b
a  with the two indices  a  and  b is  the so-called sign  of  double

substitution. It indicates that the value of the function corresponding to the lower
index must be subtracted from the one corresponding to the upper index.

Example 2.2.1. A leaky 5-lb. bucket is lifted from the ground into the air by pulling
in 20 ft at a constant speed. The rope weighs 0.08lb./ft. The bucket starts with 2 gal
of water (16 lb.) and leaks at a constant rate. It finishes draining just as reaches the
top. How much work was spent
a) lifting the water alone;
b) lifting the water and bucket together;
c) lifting the water, bucket, and rope?
When a body moves a distance d along a straight line as the result  of being acted
on by a force that has a constant magnitude  F in the direction of the motion, the
work W done by the force in moving the body is F by d 

W = Fd (2.2.2)
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The work done by a continuous force F(x) directed along the x-axis from ax = to
bx = is

( )∫=
b

a

dxxFW  (2.2.3)

a) The water alone  . The force required to lift the water’s weight, which varies
steadily from 16 to 0 lb over the 20-ft lift. When the bucket is x ft off the ground,

the water weighs ( ) .
5

4
16

20

20
16 lb

xx
xF −=





 −= The work done is

( ) .160160320
5

4
16

20

lbftdx
x

dxxFW
b

a o

⋅=−=




 −== ∫ ∫

b) The  water  and  bucket  together.   According  to  Eq.(2.2.2),  it  takes  5 × 20  =
100 ft.lb to lift a 5-lb weight 20 ft. Therefore 160 + 100 = 260 ft.lb of work were
spent lifting the water and bucket together.
c) The water, bucket, and rope.   Now the total weight at level x is

( ) ( )( )x
x

xF −++




 −= 2008.05

5

4
16 , where

−−
5

4
16

x
 is variable weight of water,

−5 is the constant weight of bucket,
( ) −− x2008.0 is a weight of rope paid out at elevation x.

The work lifting the rope is

 Work on rope = ( )∫ ⋅=−=−
20

0

.1616322008.0 lbftdxx

The total work for the water, bucket, and rope combined is 160+100+16=276 .lbft ⋅
Example 2.2.2.. A spring has a natural length of 1m. A force of 24N stretches the
spring to a length of 1.8 m.
a)  Find the spring constant k;
b) How much  work  does  it  take  to  stretch  the  spring  2m beyond  its  natural
length?
c)  How far will a 45N force stretch the spring?
Hook’s law says that the amount of force F it takes to stretch or compress a spring
x length units from its natural (unstressed) length is proportional to x. In symbols,
F = kx.
The number k, measured in force units per unit length, is a constant characteristic of
the spring, called the spring constant. Hook’s law gives good results as long as the
force doesn’t distort the metal in the spring. We shall assume that the forces in this
section are too small to do that.
a) The spring constant. We find the spring constant from the equation F = kx. A
 force of 24N stretches the spring 0.8m, so

24 = k∙0.8 ./30
8.0

24
mNk ==⇒
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b) The work to stretch the spring 2m. We imagine the unstressed spring hanging
along the x – axis with its free end at x = 0. Then the force required to stretch the
spring x m  beyond its natural length is the force required to pull the free end of the
spring x units from the origin. Hook’s law with k = 30 tells us that this force is

( ) .30xxF =
The work required to apply this force from mx 0=  to mx 2= is

∫ ==
2

0

21530 xxdxW
2

0
.60 mN ⋅=

a) How far will a 45-N force stretch the spring? We substitute F = 45 in the
 equation F = 30x to find 

45 = 30x, or x = 1.5m.
A 45- N  force will stretch the spring 1.5m.

§ 3. Rules of Algebra for Definite Integrals

1. ( )∫ =
a

a

dxxf 0    ( a definition)

2. Order of integration: ∫ ∫−=
a

b

b

a

dxxfdxxf )()(  ( also a definition)

3. Constant multiples: ∫ ∫=
b

a

b

a

dxxfkdxxkf )()(  (for any number k)

4. Sums and difference: ( )∫ ∫ ∫±=±
b

a

b

a

b

a

dxxgdxxfdxxgxf )()()()(

5. Domination: )()( xgxf ≥  on [ ] ∫ ∫≥⇒
b

a

b

a

dxxgdxxfba )()(,

6. Additivity: If  f(x) is integrable on the intervals joining a, b, and c, then

∫ ∫ ∫=+
b

a

c

b

c

a

dxxfdxxfdxxf )()()( .

    7. The mean value theorem for definite integrals. If  f(x) is continuous on the
closed interval [a, b],  then at some point ξ  in the interval [a, b]

( ) ( )∫−
=

b

a

dxxf
ab

f
1ξ  (2.3.1)

The number on the right-hand side of Eq.(2.3.1) is called the average value or mean
value of  f (x) on [a, b]. Notice that the average value of  f(x) on [a, b] is the integral
of f divided by the length of the interval.
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     8. The integral with variable upper limit:
If  f(t) is  an integrable function,  its  integral from any fixed number  a to another
number x defines a function Ф whose value at x is

Ф(x) = ∫
x

a

dttf .)(

The derivative of the integral with respect to its upper limit is equal to the
integrand, that is Ф’ (x) = f(x). 

     9. ( ) ( ) ( )xfxfdxxf
a

a

−=−=∫
−

 if  0 , 

         ( ) ( ) ( ) ( )xfxfdxxfdxxf
a

a

a

=−=∫ ∫
−

 if ,2
0

 

All these properties one can easily prove with the aid of the formula Newton –
Leibniz 

b
a

b

a

xFdxxf∫ = )()(  , where ( ) ( ).xfxF =′

For an example let us prove the property 3:

( )

( )∫

∫

−=

−=−=

b

a

b

a

aFbFkdxxfk

aFbFkakFbkFdxxkf

,)()()(

,)()()()()(

    that is

.)()(∫ ∫=
b

a

b

a

dxxfkdxxkf

Thus this property is proved.

§ 4 Methods of Evaluating Definite Integrals

1. Integration by parts.

We have
b
a

b

a

uvudv∫ = ∫−
b

a

vdu (2.4.1)

Proof: The relation

( ) b
a

b

a

udvudv∫ ∫= = 





− ∫

b

a

b
a vduuv  

directly implies the formula we set out to prove.
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      2. Change of Variable in the Definite Integral
 (integration by substitution)

Theorem. Let  f(x) be continuous function on a closed interval [a, b]. Assume
that ( )tx ϕ=  satisfies the conditions

1) ( )tϕ  and ( )tϕ ′  are continuous on a closed interval [ ]βα , ;

2) ( ) bta ≤≤ ϕ when βα ≤≤ t ;
3) ( ) a=αϕ ,  ( ) b=βϕ .

Then we have

( ) ( )( ) ( )∫ ∫ ′=
b

a

dtttfdxxf
β

α

ϕϕ  (2.4.2)

Proof. Let  F(x) be an antiderivative of a function  f(x), that is  ( ) ( )xfxF =′ .
Then using the Newton – Leibniz formula we get

( )∫ −==
b

a

b
a aFbFxFdxxf ),()()(

( )( ) ( ) ( )( ) ( )( ) ( )( ) ( )( ) ( )( )

).()( aFbF

FFtFtdtfdtttf
b

a

−=

=−===′ ∫∫ αϕβϕϕϕϕϕϕ β
α

β

α

Comparing the equalities, we arrive at the formula (2.4.2).

Examplt 2.4.1. Consider the integral ∫ −
2/1

0

22 .1 dxxx

We  put  tx sin=  and  find  the  new  limits  of  integration  1t  and  2t  from  the

equations tsin0 =  and tsin
2

1 = . So 1t  can be taken equal to 0, and 2t  equal to 
6

π
.

As t varies from 0 to 
6

π
 the variable tx sin=  runs throughout the given interval of

integration 





2

1
,0 . Thus

∫∫ ==





















=−=−

====

=⇒=

=−
6/

0

22
2

1

0

22

21
22 cossin

cossin11
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1
arcsin;00arcsin

cossin

1
ππ

tdtt

ttx

tt

tdtdxtx

dxxx
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( )

( ) 




 −=−=



















−=

==
= ∫ 4

4sin

8

1
4cos1

8

1

4cos1
8

1

2sin
4

1
cossin 6/

0

222

t
tdtt

t

ttt π 6/

0

π
=







−=





 −= .

2

3

316

1

3

2
sin

4

1

68

1 πππ

§ 5. Geometrical Meaning of Definite Integral

In  geometry  we  learned  how  to  find  areas  of  certain  polygons:  rectangles,
triangles, parallelograms, trapezoids. Indeed, the area of any polygon can be found
by cutting it into triangles.

The area of a circle is easily computed from the formula 2RS π= . But the idea
behind  this  simple  formula  isn’t  so
simple. In fact, it is the subtle concept of
a  limit,  the  area  of  the  circle  being
defined as the limit of areas of inscribed
(or  circumscribed)  regular  polygons  as
the  number  of  sides  increases  without
bound. A similar idea is involved in the
definition  we  now  introduce  for  other
plane areas.
Let ( )xfy =  define a continuous function of x on the closed interval [a, b]

For simplicity, we shall also suppose that  f(x)  is positive for any [ ]bax ,∈ . 

We consider the problem of calculating the area bounded above by the graph of the
function  y = f(x), on the sides by vertical lines through ax =  and bx = , and below
by the x-axis.

This  area  we’ll  call  area under a  curve  and denote  it  by  S.  To find  it  we
partition  the  interval  [a,b]  into  n subintervals  by  choosing   1+n  points,

nn xxxxx ,,,,, 1210 − , such that

.1210 bxxxxxa nn =<<<<<= −

Then we divide the area into  n thin strips by lines perpendicular to the  x-axis

through these points. Each strip is approximated by a rectangle. Let nSSS ,,, 21   be

the  areas  of   these  rectangles.  Thus  we  have  ( ) ,101 xxfS ∆=
( ) ( ) nnn xxfSxxfS ∆=∆= − 1212 ,, .

( )∑
=

−≈
n

k
kxfS

1
1 ∆ kx  (2.5.1)

Comparing  (2.5.1) with (2.1.1) and using the formula (2.1.2) we have
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( )∫=
b

a

dxxfS  (2.5.2)

Using the properties of a definite integral and the
formula (2.5.2) we are able to prove that the area
of  a  region  bounded  above  by  the  curve

)(xfy above= or  )(xfy a= ,  and  below by  a  curve
)(xfy below= or  )(xfy b= is  calculated  by  the

formula

( )dxxfxfS
b

a

ba∫ −= )()( (2.5.3)

Example 2.5.1. Find the area bounded by the curve 
x

y
3=  and the line 

x + y – 4 =0.

         ( )dxxfxfS
b

a

ba∫ −= )()(  

where ( ) ( )
x

xfxxf ba

3
,4 −= , Let us 

find the limits of integration. To do 
it solve the equation 

( ) ( ) .3,10344
3

21
2 ==⇒=+−⇒−=⇒= xxxxx

x
xfxf ba   

Hence

.3ln341ln3
2

1
43ln3

2

9
12

ln3
2

4
3

4
3

1

3

1

2

−=−+−−−=

=





−−=





 −−= ∫ x

x
xdx

x
xS

 

    
§ 6. Plane Areas in Polar Coordinates

     
We know that a point can be located in a plane

by giving its abscissa and ordinate relative to a given

coordinate system ( )yxP . . 

Another useful way to locate a point in a plane is by
polar coordinates. First,  we fix  an  origin O and an
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P ϕ )( r,

y

x
O initial ray

x

O

y y=

a b
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x xkk-1
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initial ray r from O. The point  P has polar coordinates ϕ≥ ,or  where r is equal to
distance from O to P, and ϕ  is directed angle from initial ray to OP.

It is easily to prove, that

ϕ
ϕ

sin

cos

ry

rx

=
=

             (2.6.1)

where  ( )yx,  are  Cartesian  coordinates  and

( )ϕ,r are polar coordinates of one and the same point.
It is possible to prove that the area of a plane region S

bounded by the rays  ,1ϕϕ =  2ϕϕ = ,  and the curve

( )ϕrr =  can be founded by the formula 

( ) ϕϕ
ϕ

ϕ

drS ∫=
2

1

2

2

1
 (2.6.2)

 
Example 2.6.1. Find the area that is inside the circle r = a and outside the cardioid

( )ϕcos1 += ar .
Solution. Using the formula (2.6.1) and the fact that the area is outside the cardioid
and inside the circle we have 

( ) ( )( ) ϕϕϕ
ϕ

ϕ

drrS ∫ −=
2

1

2
1

2
22

1
, where ( ) ( )ϕϕ cos11 −= ar , ( ) ar =ϕ2 . 

We can find 1ϕ  and 2ϕ  from the condition ( ) ( )ϕϕ 21 rr = :    

( )
2

,
2

0cos1cos1cos1 21

πϕπϕϕϕϕ =−=⇒=⇒=−⇒−= aa  

where the curves intersect. Hence

( )( ) ( )( ) =−−=−−= ∫∫
−

ϕϕϕϕ

ππ

π

dadaaS
2

0

22222
2

2

cos11cos1
2

1






 −=





 +−=





 +−= ∫ 4

2
4

2sin

2

1
sin2

2

2cos

2

1
cos2 22

0

2
2

0

2 πϕϕϕϕϕϕ
π

π

aada .

§ 7. Length of a Plane curve

Divide  the  arc  AB into  n pieces  and  join  the
successive   points   of  division  by  straight  lines.  A
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representative line, such as kk PP 1− , will have length

( ) ( ) .22
1 kkkk yxPP ∆+∆=−       

The length of the curve AB = L is approximately

  ≈L ∑
=

n

k 1
( ) ( ) .22

kk yx ∆+∆

When the number of division points is increased indefinitely while the lengths of the
individual segments tend to zero, we obtain

( ) ( )∑
=→

∆+∆=
n

k
kk yxL

1

22

0
lim
λ

, (2.7.1)

where  ( )nxxx ∆∆∆= ,,,max 21 λ ,  if  this  limit  exists.  Suppose  that  the  function
( )xfy =  is continuous and possesses a continuous derivative at each point of the

curve from  ( )( )afaA ,  to  ( )( )bfbB , . Then there is some point  kC  between  1−kP

and kP  on the curve where the tangent to the curve is parallel to the chord kk PP 1− .

That is, ( )
k

k
k x

y
xf

∆
∆

=′ or ( ) kkk xxfy ∆′=∆ . Hence (2.7.1) may also be written in the

form

( ) ( )( ) ( )( ) k

n

k
k

n

k
kkk xxfxxfxL ∆′+=∆′+∆= ∑∑

=→=→
1

2

0
1

22

0
1limlim

λλ

or

=L ( )( )∫ ′+
b

a

dxxf 21  (2.7.2)

Example 2.7. 1. Find the length of the curve 2/3xy = from ( )0,0  to (4,8).

Solution. 

( ) ( ) =



 =′⇒=′===′+= ∫ xyxybadxyL

b

a 4

9

2

3
,4,01 22/12

( )11010
27

8

3

2

4

9
1

9

4

4

9
1 4

0

2/34

0

−=









⋅





 +=+= ∫ xdxx .

There is a particularly useful formula for calculating the length of a curve that
is given parametrically:

( )
( )




=
=

tyy

txx
βα ≤≤ t

Let ( )tx ′  and ( )ty ′  be continuous functions on the closed interval [ ]βα ,  and

( ) 0>′ tx , ( ) ( ) bxax == βα , . As we know
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( ) ( )
( )

( )
( )tx

ty

dttx

dtty

dx

dy
xf

′
′

=
′
′

==′

Such that using the formula (2.7.2) we get

( )
( ) ( ) ( )( ) ( )( ) dttytxdttx
tx

ty
L ∫∫ ′+′=′





′
′

+=
β

α

β

α

22
2

1 .

              ( )( ) ( )( ) dttytxL ∫ ′+′=
β

α

22
.   (2.7.3)

If a curve
( )
( )

( )tzz

tyy

txx

=
=
=

 βα ≤≤ t

is in the space its length we can find by the formula

( )( ) ( )( ) ( )( ) dttztytxL ∫ ′+′+′=
β

α

222
. (2.7.4)

Example 2.7. 2. Calculate the total length of the astroid (hypocycloid) 







=

=

tay

tax
3

3

sin

cos
π20 ≤≤ t .

Solution. 

( )( ) ( )( ) =′+′= ∫ dttytxL
β

α

22

               = ( )( ) ( )( ) =′+′∫ dttytx
2/

0

224
π

( )
( ) ( ) ( ) ( ) =















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
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











=

==+=′+′

=′⇒=′⇒=

=′⇒−=′⇒=

=
2

22222222

242223

242223

2sin
2

3

cossin3sincoscossin9

cossin9cossin3sin

sincos9)(sincos3cos

ta

ttattttayx

tayttaytay

ttaxttaxtax

 

( ) 2/
2/

0

2cos
2

6
2sin

2

34 π
π

otatdta −=⋅= ∫ ( ) .60coscos3 aa =−−= π

Example 2.7.3. Let a curve is given in the Polar coordinates:
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ϕ
ϕ

sin

cos

ry

rx

=
=

βϕα ≤≤ .

Prove that 

( )( ) ( ) ϕϕϕ
β

α

drrL ∫ +′= 22
(2.7.5)

Solution. As we know

( )( ) ( )( ) =′+′= ∫ dttytxL
β

α

22

( )

( )

( ) ( ) 

























+′=+++′=′+′
+′+′=

=′⇒+′=′⇒=

+′−′=
=′⇒−′=′⇒=

=⇒=

2222222222

2222

2

2222

2

)(cossinsincos)()()(

coscossin2sin)(

cossinsin

sincossin2cos)(

sincoscos

rrrryx

rrrr

yrryry

rrrr

xrrxrx

ddtt

ϕϕϕϕ
ϕϕϕϕ

ϕϕϕ

ϕϕϕϕ
ϕϕϕ

ϕϕ

( )( ) ( )∫ +′=
β

α

ϕϕϕ drr 2
.

The formula (2.7.5) is proved.

Example 2.7.4. 

Find the total length of a cardioid: 

( )ϕcos1 += ar , πϕ 20 ≤≤ .

Solution.
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( )( ) ( ) ϕϕϕ
β

α

drrL ∫ +′= 22
=

( )
( )

( ) ( )
( )






























=+=

=+++=+′

++=
=′⇒−=′

2
22

22222

222

222

2
cos2cos12

cos21cossin

coscos21

sinsin

ϕϕ

ϕϕϕ

ϕϕ
ϕϕ

aa

arr

ar

arar

  = aadada 8
o2

sin8
0 2

cos4
2

0 2
cos2 =πϕ=ϕ∫

π ϕ=∫
π

ϕϕ
.

The answer: L = 8a.

§ 8. Miscellaneous Problems  

I. In problems 1 to 18 compute the integrals.

∫ +
1

0

1.1 dxx
( )∫

−

− +

1

2
3511

.2
x

dx
dx

x

xe

∫
+

1

lg1
.3

∫
2

1
2

/1

.4 dx
x

e x

∫ −+

3

2
2 232

.5
xx

dx ∫
− +

2/

2/ cos1
.6

π

π x

dx

∫ −
1

0

.7 dxxe x ∫
π

0

3 sin.8 xdxx ( )∫
−

+
1

0

1ln.9
e

dxx

∫
4/

0

4cos.10
π

ϕϕ d ∫ −

9

4
1

.11 dx
x

x
dx

x

x
∫

−1

2/2
6

21
.12

∫
+3

1
2

21
.13 dx

x

x
dx

x

x
∫

−2

1

2 1
.14 15. dxe x∫

−

−
2ln

0

21

∫ +

2

1
3

.16
xx

dx ∫ +−

2/1

0
2

3

23
.17

xx

dxx
∫ +

2/

0 3cos2
.18

π

x

dx

19. Compute the area of the figure bounded by the curves 
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a)
2

2x
y = and ;

1

1
2x

y
+

= b) 22 xy −=  and .23 xy =

20. Find the area of the figure enclosed by the astroid 

,cos2 3 tx =  .sin2 3 ty =
21. Compute the area of the figure bounded by the first and the second  turns of the

spiral of Archimedes ϕar =  and the segment of the polar axis.

22. Find the length of the curve xy sinln=  from 
3

π=x  to  
3

2π=x .

23. Find the arc length of  the evolvent of the circle 
( ) ( )tttytttx cossin2,sincos2 −=+= , from 01 =t  to .2 π=t

24. Find the length of the cardioid ( )tr sin14 −= .
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PART 3
         DIFFERANTIAL EQUATIONS

§ 1. Definitions

A differential equation is an equation that contains one or more derivatives of 
a differentiable function, that is

( )( ) 0,,,,. =′′′ nyyyyxF   (3.1.1)
The order of a differential equation is the order of the equation’s highest order

derivative.
We call a function  ( )xy ϕ=  a solution  of a differential equation if  y  and its

derivatives satisfy the equation.
Example.  Show that for any values of the arbitrary constants  1C  and  2C  the

function xCxCy sincos 21 +=  is a solution of the differential equation

.0
2

2

=+ y
dx

yd

Solution.

We differentiate the function twice to find  2

2

dx

yd
:

.sincoscossin 212

2

21 xCxC
dx

yd
xCxC

dx

dy −−=⇒+−=

Then we substitute the expression for y and 
2

2

dx

yd
 into the differential equation to see

whether the left-hand side reduces to zero. It does because

( ) ( ) .0sincossincos 21212

2

=++−−=+ xCxCxCxCy
dx

yd

So this function is a solution of the differential equation.
It can be shown that the formula

xCxCy sincos 21 +=
gives all possible solutions of the equation 

.0
2

2

=+ y
dx

yd

A formula that gives all the solutions of a differential equation is called the
general solution of the given equation.

To solve a differential equation means to find its general solution.
Notice that the considered equation has order two and its general solution has

two arbitrary constants. The general solution of the nth order differential equation can
be expected to contain n arbitrary constants.
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§2. FIRST ORDER DIFFERANTIAL EQUATIONS

I. Separable Equations

We shall say that a differential equation of the first order 

( )yxf
dx

dy
,=

has variable separable if the function f(x, y) can be written in the form
( ) ( ) ( )yfxfyxf 21, ⋅=          (3.2.1)

On multiplying  both parts of the equation (3.2.1) by ( )yf

dx

2

 we get

( ) ( )dxxf
yf

dy
1

2

= . (3.2.2)

Integrating both parts of the equation (3.2.2) we obtain

( ) ( )∫ ∫ += Cdxxf
yf

dy
1

2
, (3.2.3)

where C is an arbitrary constant.
The expression (3.2.3) represents the general integral of the equation (3.2.1).

Example 3.2.1. Radioactive substances are those elements that naturally break
down into other  elements,  releasing energy as they do.  The rate at  which such a
substance decays is proportional to the mass of the material present. Let  m  be the
amount present and the initial mass of the radioactive substance be  0m . We shall
determine the relationship between the amount  m  of the remaining substance and
time t.

 Solution.
According to the above law, we can write the relation

km
dt

dm −= , (3.2.4)

where k > 0 is a proportionality coefficient. It is taken with the minus sign since the
amount of the substance m decreases as t grows, which indicates that the derivative is
nonpositive. Separating the variables in the equation thus obtained we write

kdt
m

dm −= .

On integrating we obtain
Cktm lnln +−=     

whence 
ktCem −=
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The quantity  0m does not enter into the differential equation; it only appears in the
initial condition which has the form

0
0

mm
tt

=
= .

This condition implies that  0mC = . Consequently, the particular solution satisfying
the condition of the problem is

ktemm −= 0 .

The  value  of  the  constant  k  can  be  determined  experimentally  by measuring  the
amount of the remaining substance at a time moment t.

II. Homogeneous First Order Equations

A first order differential equation is homogeneous if it can be put into the form






=

x

y
f

dx

dy
. (3.2.5)

We can change this equation into a separable equation with the substitutions

dx

du
xu

dx

dy
uxy +=⇒= .

Then we have

( )uf
dx

du
xu =+ ,

that is

( ) .uuf
dx

du
x −=

It follows that

( ) x

dx

uuf

du =
−

and after the integration we get

( )∫ +=
−

Cx
uuf

du
lnln

or ( )∫ =
−

Cx
uuf

du
ln .

Example 3.2. 2. Let us solve the homogeneous equation

xyx

yxy

dx

dy

22

2

−
−= .

Solution. The substitution y = ux leads to the equation
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u

uu

dx

du
xu

21

2

−
−=+

or, equivalently,

u

u

xdx

du

21

1 2

−
⋅= .

Separating the variables we receive

x

dx
du

uux

dx
du

u

u =−⇒=− 2121
22 .

On integrating we have

( )
x

C
ueCxu

u
u lnlnlnlnln2

1 2/1 =⇒−=−− ,

and consequently,

x

C
eu u =/12 .

On  returning  to  the  variable  y we  arrive  at  the  general  integral  of  the  given
differential equation:

./
2

Ce
x

y yx =

III. Linear First Order Equations

A differential equation that can be written in the form

( ) ( )xQyxP
dx

dy =+ (3.2.6)

is called a linear first order equation. 
Let us represent the unknown function in the form

( ) ( )xvxuy ⋅= , (3.2.7)

and find its derivative y
dx

dy ′= :

vuvuy ′+′=′ . (3.2.8)

On substituting (3.2.7) and (3.2.8) into the equation (3.2.6) we get
( )( ) ( )xQvxPvuvu =+′+′  .

Now we take v as a particular solution of the equation
( ) 0=+′ vxPv .

On separating variables we obtain
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( )dxxP
v

dv −=

whence

( )∫−= dxxPv  ln ,

that is

( )∫= − dxxP
ev . (3.2.9)

To determine the function u(x) we have the equation

( )xQuv =′ .

On solving this equation we arrive at the following formula

( ) ( )∫ += ∫ . CdxexQu dxxP
 (3.2.10)

We summarize the results (3.2.9) and (3.2.10) and get
( ) ( ) ( )( )∫ +=⇒= ∫− ∫ CdxexQeyuvy dxxPdxxP  . (3.2.11)

This formula expresses the general solution of the linear equation (3.2.6).

Example  3.2.3. Consider  an  electric  circuit  containing  a  resistance R,  an
inductance L and an electric – current source with electromotive force E. 

Solution. As is known from physics, if I is the electric current flow then 

dt

dI
LRIE += .

This is a linear differential equation with respect to the unknown function  ( )tII =
which can be written in the form

.
L

E
I

L

R

dt

dI =+

We shall solve this equation with the initial condition

( ) 0
0

=
=t

tI .

Thus, we are concerned with the problem on switching on an electric current source.
Making use of the general formula (3.2.11) we have

( ) .





+∫∫= ∫

−
Cdte

L

E
etI

dt
L

R
dt

L

R

On integrating we obtain

( ) 





+=

− t
L

R

Ce
R

E
tI 1 .

Imposing the initial condition that ( ) 00 =I  determines the value of C to be -1 so 

( ) . 1 









−=

− t
L

R

e
R

E
tI
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We see from this that the current ( )tI  is always less than 
R

E
 but that it approaches 

R

E

as a steady – state value:

( ) .011lim
R

E

R

E
e

R

E t
L

R

t
=−=





−

−

∞→

The current  
R

E
I =  is the current that will flow in the circuit if either  0=L  (no

inductance) or 0=
dt

dI
 (steady current, I is constant).

§3. DIFFERENTIAL EQUATIONS OF THE SECOND ORDER

Some Particular Types of Equations of the Second Order
(Reduction of Order)

I. The right – hand side of the equation does not contain y and y ′

( )xfy =′′ (3.3.1)

Since ( ) ′′=′′ yy  we have

( )∫ +=′ 1Cdxxfy .

On integrating once again we obtain
( )( )∫ ∫ ++= 21 CxCdxdxxfy

Example 3.3.1. Solve the differential equation 5/2sin xexy −=′′ .

Solution. Here we have ( ) 5/2sin xexxf −= , hence

( ) 1
5/

1
5/ 5

2

2cos
2sin Ce

x
yCdxexy xx +−−=′⇒+−=′ ∫ .

On integrating once again we obtain the general solution of the given equation:

21
5/25

4

2sin
CxCe

x
y x ++−−= .

П. The right – hand side of the equation does not contain y
( )yxfy ′=′′ .  (3.3.2)

Let us put  yz ′= , then  zy ′=′′ , and the equation (3.3.2) becomes a first – order
equation with respect to z

( )zxfz ,=′ .

If the solution  ( )1,Cxϕ  of this equation is found the sought – for solution of the

original equation is obtained by the integration of the equality zy =′ , that is

( )∫ += 21, CdxCxy ϕ .
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Example 3.3.2. Find the general solution of the differential equation

.2 xexyyx =′−′′
Solution. Reduce this equation to the form (3.3.2):

.xxe
x

y
y +

′
=′′

Using the substitution
zyzy ′=′′⇒=′

we get the linear equation (see (3.2.6)):

⇒







′+′=′

⇒=
⇒+=′

vuvuz

uvz
xe

x

z
z x

xe
x

uv
vuvu +=′+′ (*)

1). Let 
x

uv
vu =′  then  .xv

x

dx

v

dv

x

v

dx

dv =⇒=⇒=

2). Substitute xv =  into the equation (*):

1Ceudxeduxexu xxx +=⇒=⇒=′ .

As uvz =  we get .xCxez x
x += But yz ′=  thus we have

xCxey x
1+=′ .

Integrating  this  equation  we  get  the  general  solution  of  the  given  differential
equation:

.
2 2

21 Cx
C

exey xx ++−=

Ш. The right – hand side of the equation does not contain x

( )yyfy ′=′′ , . (3.3.3)

The substitutions to use are

dx

dy
p =  and .

2

2

p
du

dp

dx

dy

dy

dp

dx

dp

dx

yd ⋅=⋅==

Then the equation (3.3.3) takes the form

( )., pyf
dy

dp
p =

If  the  solution  ( )1,Cyp ϕ=  of  this  equation  is  determined,  the  solution  of  the
equation (3.3.3) is found from an equation with variable separable

( )1,Cy
dx

dy

dx

dy
p ϕ=⇒= , that is ( ) dx

Cy

dy =
ϕ 1,  

and

( ) 2
1,

Cx
Cy

dy +=
ϕ∫
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Example 3.3.3.  Solve DE of the second order ( ) .cot 2yyy ′=′′
 Solution. This  equation  does  not  contain  x   so  we  use  substitution

( ) :yp
dx

dy
y ==′

( ) 22 cotcot pyp
dy

dp
p

dy

dp
y

py

yyy =⇒
















=′′

⇒=′
⇒′=′′ .

Separating the variables and integrating we get

y

C
p

cos
1= .

Returning to the function y gives us

dxCdyy
y

C

dx

dy
1

1  cos
cos

=⇒= .

Integrating the last equation we get the general integral of the given equation:

21sin CxCy +=  
or the general solution

y = ( ).arcsin 21 CxC +

§4. Some Problems of Particle Dynamics

Let  a  material  point  be  in  a  rectilinear  motion  under  the  action  of  a  force
directed  along  the  trajectory.  By  Newton’s  second  law  we  get  the  differential
equation for the law of motion 






=

dt

dS
StF

dt

Sd
m ,,

2

2

, (3.4.1)

where S is the path length, 
dt

dS
V =  is the velocity, 

2

2

dt

Sd
W =  is the acceleration.

1. Uniformly Acceleration Motion

Let the force F be constant. Denote the ratio 
m

F
 as a, then. a

dt

Sd =
2

2

Integrating  we  have  1Cat
dt

dS +=  and  21

2

2
CtC

at
S ++= .  It  is  obvious  that

001 v
dt

dS
C

t
==

=
 and  002 SSC

t
==

=
. Thus we have derived the well-known formula

for the distance traveled in a uniformly accelerated motion

00

2

2
StV

at
S ++= .
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2.  Experiments  show that  every  body  moving  in  a  medium undergoes  the
resistance of medium. When the velocity of motion is high the force of resistance
becomes proportional to the square of the velocity 

2
. VFres γ−=  ( )0>γ .

Let us consider a body falling on the earth and acted upon by gravitation and air drag.
In this case the differential equation of motion (3.4.1) takes the form

2

2

2






−=

dt

dS
mg

dt

Sd
m γ ,

where mg is the force of gravity.

On making the substitutions  ,V
dt

dS =  
dt

dV

dt

Sd =
2

2

 we arrive at the first-order

equation







−= 2V

mg

mdt

dV
m

γ
γ

.

Putting ,a
m

=γ
 

2b
mg +

γ  and separating the variables we obtain

.
22

adt
Vb

dV =
−

On integrating we receive

.ln
2

1
Cat

Vb

Vb

b
+=

−
+

Since 0
0

=
=t

V , we have .0=C  Then abte
Vb

Vb 2=
−
+

 and

( ).tanh
1

12

abtb
e

e
bV

abt

abt

=
+
−=

This formula shows that the velocity is always less than b and tends to this value as
∞→t . Hence, the velocity does not increase indefinitely and tend to a definite limit

referred to as the terminal velocity of fall:

γ
mg

bVterm == .

§5. LINEAR DIFFERENTIAL EQUATIONS OF THE SECOND ORDER

I. Definitions and General Properties

Definition. A linear differential equation of the second order is an equation of
the form

( ) ( ) ( )xfyxayxay =+′+′′ 21 (3.5.1)

When the function  ( )xf  is identically equal to zero, the equation (3.5.1) is
called a  homogeneous linear equation; otherwise it is called a  nonhomogeneous
equation. 
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If the functions ( ),1 xa  ( )xa2  and ( )xf  are continuous in an interval ( )ba,  the
equation (3.5.1) possesses a unique solution satisfying arbitrary initial conditions

,0
0

yy
xx

=
=  0

0

yy
xx

′=′
= (3.5.2)

II.  Homogeneous Linear Equations

We shall start with a homogeneous linear equation
( ) ( ) 021 =+′+′′ yxayxay (3.5.3)

Definition. A system of two particular solutions of the equation (3.5.3) ( )xy1

and  ( )xy2  is said to be a fundamental system of solutions of this equation in an

interval ( )ba,  if the determinant 

( ) ( ) ( )
( ) ( )    

21

21

xyxy

xyxy
xW

′′
=

is not equal to zero at any point of the interval ( )ba, .
The determinant ( )xW  is called the Wronski determinant or Wronskian.
Theorem. The general solution of the equation  (3.5.3) has the form

( ) ( )xyCxyCy 2211 += (3.5.4)

where 1C  and 2C  are arbitrary constants; ( )xy1  and ( )xy2  form a fundamental system

of solutions of this equation.

Proof. Differentiate the function (3.5.4) twice:
⇒′+′=′ yCyCy 211   2211 yCyCy ′′+′′=′′ .

On substituting yy ′,  and y ′′  into the left-hand side of the equation (3.5.3) we get
( ) ( )

( ) ( ).222122121111

22112221112211

yayayCyayayC

yCyCayCyCayCyC

+′+′′++′+′′=
=++′+′+′′+′′

The expressions in the parentheses are the results of the substitution of the functions

1y  and  2y  in the equation (3.5.3).  Since these functions  are the solutions of  the
equation (3.5.3) both expressions are identically equal to zero and hence the function

2211 yCyCy +=  is the solution of the equation (3.5.3) for any 1C  and 2C .

Now let us prove that for any initial conditions (3.5.2) there exist the constants
0
1C  and  0

2C  such  that  the  solution  2
0
21

0
1 yCyCy +=  satisfies  these  initial

conditions. To prove this we substitute the function (3.5.4) into the initial conditions
(3.5.2). This results in the following system of linear algebraic equations with respect
to 1C  and 2C

( ) ( )
( ) ( )




′=′+′
=+

0022011

0022011

yxyCxyC

yxyCxyC
.
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The determinant of this system is

( ) ( ) ( )
( ) ( ) 0  

0201

0201 ≠
′′

=
xyxy

xyxy
xW

since  ( )xy1  and  ( )xy2  form a  fundamental  system of  solutions  of  the  equation

(3.5.3). So it is possible to find unique 0
1C  and 0

2C  that the solution 2
0
21

0
1 yCyCy +=

satisfies the initial conditions (3.5.2).

§6. Nonhomogeneous Linear Equations

Consider a nonhomogeneous linear equation
( ) ( ) ( )xfyxayxay =+′+′′ 21 (3.6.1)

We shall say that the homogeneous equation 
( ) ( ) 021 =+′+′′ yxayxay

obtained from the equation (3.6.1) corresponds to this equation.
Theorem. The general solution of the nonhomogeneous equation (3.6.1) is a

sum  of  the  general  solution  of  the  corresponding  homogeneous  equation  and  a
particular solution of the given equation.

Prove this theorem by your own. 

     I. Solution of Linear Homogeneous Equation with Constant Coefficients

We solve the linear differential equation with constant coefficients
021 =+′+′′ yayay (3.6.2)

Let us try to find a solution of (3.6.2) in the form
xey λ= ,

where λ is a real or complex number. We have
xey λλ=′ ,  xey λλ 2=′′

and, consequently, there must be the identity

( ) 021
2 =++ aae x λλλ .

Since 0≠xe λ , it follows that

.021
2 =++ aa λλ (3.6.3)

The equation (3.6.3) is called the characteristic equation associated with (3.6.2).
There  are  three  cases  in  connection  with  the  roots  1λ  and  2λ  of  the

characteristic equation (3.6.3).
1. The roots  1λ  and  2λ  are real and distinct: 21 λλ ≠ . In this case either

root can be taken as the exponent  λ  in the function  xe λ  and thus we obtain two
solutions of the equation (3.6.2):

xey 1
1

λ=  and xey 2
2

λ= .
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These solutions form a fundamental  system since the Wronski determinant  is  not
equal to zero. In fact

( ) ( ) ( ) 012

21

21

21

21

≠λ−λ=
λλ

= λ+λ
λλ

λλ
x

xx

xx

e
ee

ee
xW

Therefore the general solution in this case is given by the formula
xx eCeCy 21

21
λλ += . (3.6.4)

2. The roots 1λ  and 2λ  are real and coincide: λλλ == 21 . In this case the

above procedure only yields one solution .xey λ=  It is easy to show that the function
xxey λ=2  can be taken as the second solution of the equation. Do it by your own.

Here it is also readily checked that the Wronskian does not vanish for any value of λ :

( ) .02 ≠=
λ+λ

= λ
λλλ

λλ
x

xxx

xx

e
xeee

xee
xW

Hence the general solution of the equation (3.6.2) is
( ) xexCCy λ 21 += (3.6.5)

Example 3.6.1. Solve the equation
.044 =+′+′′ yyy

Solution. The characteristic equation 
0442 =++ λλ

has one two-fold root  221 −== λλ and, consequently, the general solution has the
form

( ) .2
21

xexCCy −+=
Example 3.6.2. Solve the equation

.065 =+′+′′ yyy
Solution. The characteristic equation 

0652 =+λ+λ
has two real and distinct roots 31 −=λ  and 22 −=λ . Therefore the general solution
of the given equation is

xx eCeCy 2
2

3
1

−− += .

3.  The  roots  of  the  characteristic  equation  are  conjugate  complex
numbers: ,1 βαλ i+=  βαλ i−=2  ( )0≠β . In this case the equation (3.6.4) applies
once again to give 

( ) ( ) ( )xixixxixi eCeCeeCeCy ββαβαβα −−+ +=+= 2121

~~~~
(3.6.6)

where 1

~
C  and 2

~
C are complex constants.

By Euler’s formula
xixe xi βββ sincos +=  and xixe xi βββ sincos −=− .

Hence we may replace the equation ( 3.6.6) by
( ) ( )( )xCCixCCey x ββα sin

~~
cos

~~
2121 −++= . (3.6.7)
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Finally, we introduce new arbitrary constants 211

~~
CCC +=  and ( )212

~~
CCiC −= , to give

the solution of the equation (3.6.7) in a shorter form
( )xCxCey x ββα sincos 21 += . (3.6.8)

The constants 1C  and 2C  are real because 1

~
C  and 2

~
C  are complex conjugate.

Example  3.6.3. (Simple  Harmonic  Motion).  Suppose  we  have  a  spring  of
natural length L and spring constant k, with its upper end fastened to a rigid support.
We hang a mass m from the spring. The weight of the mass stretches the spring to a
length L+ S when allowed to come to rest in a new equilibrium position. By Hooke’s
law, the tension in the spring is kS. The force of gravity pulling down on the mass is
mg. Equilibrium requires 

.mgkS = (1)
How will the mass behave if we pull it down an additional amount  0x  beyond the
equilibrium position and release it? To find out , let x, positive direction downward,
denote the displacement of the mass from equilibrium t seconds after the motion has
started. Then the forces acting on the mass are 

+ mg (weight due to gravity),
-k(S + x) (spring tension).

By Newton’s second law, the sum of these forces is 
2

2

dt

xd
m , so

0
2

2

=−−= kxkSmg
dt

xd
m (2)

Since kSmg =  from the equation (1), the equation (2) simplifies to

0
2

2

=+ kx
dt

xd
m . (3)

In additional to satisfying this differential equation, the position of the mass
satisfies the initial conditions

0xx =  and 0=
dt

dx
, when 0=t . (4)

If we divide both sides of the equation (3) by m and write ω  for mk / , the

equation becomes

02
2

2

=+ x
dt

xd ω (5)

The roots  of  the characteristic equation  022 =+ ωλ  are  ωλ i±= ,  so  the general
solution of the equation (5) is

     ωω tCtCx sincos 21 += (6)
applying the initial conditions in the equation (4) determines the constants to be

01 xC =  and 02 =C .
The mass’s displacement from equilibrium t seconds into the motion is

ωtxx cos0=           (7)
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This  equation represents  a  simple  harmonic  motion of  amplitude  0x  and period

ω
π2=T . We normally combine the two terms in the general solution in the equation

(6) into a single term, using the trigonometric identity
( ) ωϕωϕϕω tCtCtC sinsincoscoscos +=− .

To apply the identity, we take 
ϕcos1 CC = , ϕsin2 CC = , (8)

where

2
2

2
1 CCC += , 

1

2tan
C

C
=ϕ . (9)

With these substitutions, the equation (6) becomes 
( )ϕω −= tCx cos . (10)

We treat C and ϕ  as two new arbitrary constants.
The equation (10) represents a simple harmonic motion of amplitude  C and

period 
ω
π2=T . The angle ϕ  is the phase angle of the motion.

§ 7. Nongomogeneous Linear Differential Equations 
     with Constant Coefficients

We consider a linear equation of the form
( )xfyayay =+′+′′ 21 (3.7.1)

The general solution of this equation is the sum of the general solution of the
corresponding  homogeneous  equation  and  a  particular  solution  of  the  equation
(3.7.1). It is already known how to find the general solution of the homogeneous
equation. Now it remains to determine a particular solution of the given equation. We
shall start with some special cases.

1. Let the right-hand side of the equation (3.7.1) be of the form 
( ) ( ) kx

n exPxf = , (3.7.2)

where  ( )xPn  is a polynomial of the  nth degree. Then the equation has a particular
solution 

( ) , kx
n

m
p exQxy =   

where ( )xQn  is a polynomial of the same degree as ( )xPn ; if the number k is not a root
of the characteristic equation, then  0=m , and if it is a root then  m is equal to the
multiplicity of that root. We find the coefficients of the polynomial ( )xQn  with the
aid of the method of undetermined coefficients.

Example 3.7.1. Find a particular solution of the equation
xeyyy 396 =+′−′′ .
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Solution.
The characteristic equation 

( ) 03096 22 =−⇒=+− λλλ
has  3=λ  as a double root. The appropriate choice for  py  in this case is  xeAx 32 .

When we substitute 

=py xeAx 32

and its derivatives in the given differential equation, we get
( ) ( )

.
2

1
122

92362129

333

323323332

=⇒=⇒=⇒=

=++−++

AAeAee

eAxAxeeAxAeAxeeAx

xxx

xxxxxx

Our solution is =py xex 32

2

1
.

2. Let the right-hand side of the equation (3.7.1) be of the form
( ) ,sincos bxNbxMxf +=

then the equation (3.7.1) has a particular solution

( ) , sincosp
mxbxBbxAy +=

where A and  B  are  unknown coefficients;  0=m  if  the  numbers  ib±  are  not

characteristic roots and 1=m  if the numbers ib± satisfy the characteristic equation.

Example 3.7.2. Find a particular solution of the differential equation
.2sin5134 xyyy =+′+′′

 Solution.  The  characteristic  equation  01342 =++ λγ  has  the  roots
i322,1 ±−=λ . Since the numbers  i 2±  are not roots of the characteristic equation

we look for a particular solution of the form
.2sin2cos xBxAy p +=

Differentiating py twice we obtain

.2sin42cos4

,2cos22sin2

xBxAy

xBxAy

−−=′′
+−=′

The substitution in equation yields 

xxBxA

xBxAxBxA

2sin52sin132cos13

2cos82sin82sin42cos4

=++
++−−−

.

Equating the coefficients in x2sin  and x2cos on both sides of the equality we get

089

598

2cos

2sin

=+
=+−

BA

BA

x

x
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 whence 
29

8−=A  and 
29

9=B .  Hence the particular solution is

.2sin
29

9
2cos

29

8
p xxy +−=

Example 3.7.3. A particle slides freely in a tube, which rotates in a vertical
plane about its midpoint with constant angular velocity ω . If x is the distance of the
particle from the midpoint of the tube at time t, and if the tube is horizontal with 0=t
the motion of the particle along the tube is given by

ωω tgx
dt

xd
sin2

2

2

−=− .

Solve  this  equation  if   0xx = ,   ,0V
dt

dx =  when  .0=t  The  characteristic

equation is

ω−=λω=λ⇒=ω+λ 21
22 ,0  and  the  general  solution  of  the

corresponding homogeneous equation is
.21c

ω−ω += tt eCeCx

Furthermore, the particular solution appears as
ω+ω= tBtAx cossinp ,

where ACC ,, 21  and B are constants to be determined. Differentiating twice the last
expression we obtain

( ).cossin

,sincos

2
2

2

ω+ωω−=

ωω−ωω=

tBtA
dt

xd

tBtA
dt

dx

p

p

Substitution in the main differential equation gives
,sincos2sin2 22 ωωωωω tgtBtA −=−−  

which implies that:

,2 2 gA −=− ω  or 22ω
g

A = , and 0=B .

Thus,

ω
ω

++= ω−ω t
g

eCeCx tt sin
2 221 .

To find the values  1C  and  2C ,  we use the initial  conditions for  0,0 V
dt

dx
t ==  and

0xx = . 
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And since

and 

These  are  simultaneous  equations  with  1C  and  2C  unknown.  Substitution  of
102 CxC −=  in the expression for 0V  yields:

ω

ω
ω
2

2 00

1

x
g

V
C

+−
= , and  

ω
ω

ω

2
200

2

g
Vx

C
+−

= .

At last we can write the general solution of the equation in such a way

( ) ( ) ω
ωωω

ωωωω t
g

ee
gV

eexx tttt sin
2422

1
22

0
0 +−





 −++= −−

,

or

ω
ω

ω
ωω

ω t
g

t
gV

txx sin
2

sinh
2

cosh
22

0
0 +





 −+= .

For the motion to be the simple harmonic type, we must have the relationship:

,sin2 ωω tgx > >  or .1
2

> >
g

tω

Example 3.5.4. Find a form of the general solution of a differential equation if

the roots  of  characteristic  equation are  i532,1 ±−=λ and the right  hand-side  is

equal to xe x 5sin2 3−  and explain the answer.

The answer.

).5sin5cos()5sin5cos( 3
21

3 xNxMxexCxCey xx
g +++= −−

54

,
2

,cos
2

0210

21

V
g

CC
dt
dx

t
g

eCeC
dt
dx

t

tt

=
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Miscellaneous Problems

Solve the following differential equations.

 dxdyxx =−− 24821).1 0coscos).2 =+




 − dy

x

y
xdx

x

y
yx

         

( ) ( ) 0121).5 2 =+−′+ yy exyxe     2

12
).6

xx

y
y −=−′

 ( ) 0321).7 2 =′++− yyxyy     ( ) ( ) 212).8 yexxyy x−=+′

2
sin

sin
).9

x

x

y
y =−′  

Find the particular solution of the following equations  

 ,ln).10 3 yxyyx =′⋅  ey x == 1    ( ) ,arctan).11 x
x

y
yyx =−′  21 ==xy

Solve the following second order equations 

( ) xyyx cossin1).12 ′=′′+ xexyyx 2).13 =′−′′  

( ) ( ) 02).14 32 =′+′+′′ yyyy yxy ′=′′ 2tan).15

Solve  the  following  homogeneous  linear

equations
02).16 =+′′ yy 02).17 =′+′′ yy  096).18 =+′+′′ yyy

( ) ( )



=′=
=+′+′′

100

0584
).19

yy

yyy

( ) ( )



=′=
=−′−′′
200

054
).20

yy

yyy

Solve the following nonhomogeneous linear equations

( ) xexxyy 242).21 2 +++−=−′′ ( ) xexyyy 3 526102).22 −=+′−′′
xxyyy 2cos722sin865).23 +=+′−′′ 9929).24 2 ++=′+′′ xxyy
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APPENDIXES.

Graphs of Some Functions.

1. Power Functions

Parabolas

a). ,2,1,2 == naxy n b). ,2,1,12 == + naxy n

Domain of definition: ( ) ( )+ ∞∞−= ,yD

( ) ( )+ ∞∞−= ,yD ( ) ( )+ ∞∞−= ,yE

 Range of values
( ) [ )+ ∞= ,0yE

c). ,2,1,2 == nxay n d). ,2,1,12 == + nxay n

( ) ( )
( ) ( )+ ∞∞−=

+ ∞∞−=
,

,

yE

yD

Hyperbolas
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
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e). ,2,1,
12

== − n
x

a
y

n f). ,2,1,
2

== n
x

a
y

n
 

( ) ( ) ( )
( ) ( ) ( )+ ∞∪∞−=

+ ∞∪∞−=
,00,

,00,

yE

yD ( ) ( ) ( )+ ∞∪∞−= ,00,yD

( ) ( )
( )




<∞−
>+ ∞

=
0,0,

0,,0

a

a
yE

2. Exponential Function 3. Logarithm Function

1,0, ≠>= aaay x 1,0,log ≠>= aaxy a

( ) ( )+ ∞∞−= ,yD ( ) ( )+ ∞= ,0yD

( ) ( )+ ∞= ,0yE ( ) ( )+ ∞∞−= ,yE

4. Trigonometric Functions

57

y

x

x

y

0

0 1
1

a 1

a0 1

0
x

y y

x
0

a 00a 0a

a 0

0
x

y y

x
0

a 00a 0a

a 0

y

x

x

y

0

0 1
1

a 1

a0 1

1a

10 a



a). Sinusoid (sine curve, harmonic curve)  xy sin=  

( ) ( ),,+ ∞∞−=yD

  ( ) [ ]1,1 +−=yE

b). Cosine curve  xy cos=

( ) ( ),,+ ∞∞−=yD   ( ) [ ]1,1 +−=yE

c). Tangent curve  xy tan=

( ) ,2,1,0,
2

,
2

±±=




 ++−= kkkyD ππππ

( ) ( )+ ∞∞−= ,yE

d). Cotangent curve   xy cot=

( ) ( )( ) ,2,1,0,1, ±±=+= kkkyD ππ
( ) ( )+ ∞∞−= ,yE

5. Inverse Trigonometric Functions
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a). xy 1sin −= b). xy 1cos −=

( ) [ ]1 ;1−=yD , ( ) 



 −=

2
,

2

ππ
yE ( ) [ ]1 ;1−=yD ,  ( ) [ ]π;0=yE

 c). xy 1tan −= d). xy 1cot −=
y y

x

x
----
2
π-

π
2
----

π
2
---- π

0

0

( ) ( )+ ∞∞−= ,yD , ( ) 




 −=

2
,

2

ππ
yE     ( ) ( )+ ∞∞−= ,yD , ( ) ( )π,0=yE

6. Hyperbolic Functions

a). xy sinh=  ( )shx      c). xy tanh=  ( )thx

b). xy cosh=  )(chx      d). xy coth=  ( )cthx

a). 
2

sinh
xx ee

x
−−= c). 

xx

xx

ee

ee

x

x
x −

−

+
−==

cosh

sinh
tanh

( ) ( )+ ∞∞−= ,sinh xD ( ) ( )+ ∞∞−= ,tanh xD
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( ) ( )+ ∞∞−= ,sinh xE ( ) ( )1,1tanh +−=xE

b). 
2

cosh
xx ee

x
−+= d). 

xx

xx

ee

ee

x

x
x −

−

−
+==

sinh

cosh
coth

( ) ( )+ ∞∞−= ,cosh xD ( ) ( ) ( )+ ∞∪∞−= ,00,coth xD

( ) [ )+ ∞= ,1cosh xE ( ) ( ) ( )∞+∪−∞−= .11,coth xE

7. Curves of the Second Order

a). Ellipse: 1
2

2

2

2

=+
b

y

a

x
b).Hyperbola:  1

2

2

2

2

=−
b

y

a

x

8. Witch of Agnesi: 9). Curve of Gauss:

21 x

k
y

+
= 2xey −=

10. Loops

a). Folium of Descartes

0333 =−+ axyyx , or










+
=

+
=

2

2

3

1

3

1

3

t

at
y

t

at
x
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b) 
xa

xa
xy

−
+⋅= 22 c). ( )222 xaxya −= , 0>a

y

x

+

= 0

23a

x
y
+a

y

x
0 0

-a a

11. Lemniscate of Bernoulli

( ) ( )222222 yxayx −=+

or ϕ2cos22 ar =

12. Parametric Equations of Curves

a). Cycloid: b). Astroid: 0,
sin

cos
3

3

>






=

=
a

tay

tax

( )
( ) 0,

cos1

sin
>





−=
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a
tay

ttax

y

x
0 2π a
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y
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t
0

c). Evolvent of Circle:  

( )
( ) 0,

cossin
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>




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a
tttay

tttax
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d).

12. Curves in the Polar System of Coordinates

a). 
3

sin 3 ϕρ a= ,    b). ,cos3 ϕρ a=

[ ]πϕ 3,0,0 ∈>a        



 −∈>

2

3
,

2

3
,0

ππϕa

ρ
ρ

0
0

Cardioids 

c) ( ) 0,cos1 >+= aa ϕρ d) ( ) 0,sin1 >+= aa ϕρ

Limacons
a). ϕρ cos1 −= b). ϕρ sin1 −=

Spirals
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a). 0, >= aaϕρ b). 0, >= a
a

ϕ
ρ

ρ
0

ρ0

ρ
M

ϕ

a

Roses

a). 0,2sin >= aa ϕρ   b). 0,2cos >= aa ϕρ c). 0,3sin >= aa ϕρ

d).

0,3cos >= aa ϕρ     e). 0,4sin >= aa ϕρ  f). 0,4cos >= aa ϕρ
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