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Pedepar

JurmioMHa poOoTa MPHUCBSYEHA METOAMII OpraHi3allli MOpsIKY BCTAHOBJICHHS
BHYTpILIIHBO 00 €KTUBHOTO PEXHMY 3aXUCTy KOH(DimeHMiiHOI iHpopMarii Ha
00 exTi iH(pOpMALIIHHOT TisTEHOCTI. POOOTA CKIIaTaeThest 31 BCTYIY, TPhOX PO3/ILIIB,
IO MICTSTh 4 MaJtOHKH, 11 Tabnuilb, BACHOBKU Ta CIIUCKU BUKOPUCTAHUX JIKEPEI,
110 MICTATH 16 HaliMeHYyBaHb. 3araJibHU 00CIT pOOOTH CTAHOBUTH 85 CTOPIHOK.
00’ekTOM IOCJTIIXKEHHS € TPOILIECH 3aXUCTy KOH(IJAEHIINHHOT iHpopMallii Ha
MIIPUEMCTBl 32 PaxyHOK OpraHizaiii BCTAaHOBJIEHHS BHYTPIIIHBOTO PEXKUMY
KOHTPOJIS.

MeTo10 po60OTH TOJIATAE B ONTHUMI3AIlT KOHTPOJIIO JOCTYIY Ha MiANPUEMCTBI, IO
MPU3BEIE JO HECTIPOMOKHOCTI AOCTYIY 10 KOH(P1AEHUIHHOT 1H(pOpMaIlil CTOPOHHIX
oci0.

KJIIOYOBI CJIOBA: KouTpoas nocTymy, 3aXucT KOHGIIEHIIHHOT iHpopMaIlii,

3arpo3u BUTOKY KOH(1eHI11HOT iHPopMalii Ha 00'e€kTi i1H(HOpMAIIHOT AISIBHOCTI.
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BCTYII

AKTyanpHICTh TeMHU: B jgaHuMil dYac akTUBHE BHKOPUCTAHHS JDKEpela
€JIEKTPOMAarHiTHOIO pecypcy, IIOB'sI3aHe 3 PO3pPOOKOI0 CHCTeM 1 3aco0iB
pamio3B's3Ky Ta pAIOTEXHIKH, a TaKOX pPI3HOMaHITHUX eJCKTPOHHHX Ta
CJIEKTPOMEXAHIYHUX CHUCTEM, IMPU3BOJUTH JO 3HAYHOI TMOSBU JOAATKOBOTO
€JIEKTPOMAarHiTHOro (POHY, IO YCKIIAHIOE 1 TaK HE JIETKUM CTaH 1HTepPepeHIIHHOT
CUTyaIlil Ta 3aroCTpeHHs MpoOJieM eJIEKTPOMArHiTHOi cymicHocTi. OcoOIUBO
CKJIaJHA EJICKTPOMArHiTHA CHUTyallii € Yy BEJIMKUX MICTaX, JI€ OCHOBHUMU
JOKEpeIaMu €JIEKTPOMAarHiTHUX MOJIIB Pa/lloYaCTOTHOTO J1ala30Hy € TeJIEBI311HI Ta
IEHTPH pajionepeaad, 0a30Bi CcTaHIli MOOUIBHOTO 3B’SI3Ky Ta BeIMYE3HA
PI3HOMAHITHICTh 1HIIMX CUCTEM 1 MPUCTPOIB, 1110 BUIIPOMIHIOIOThH €JE€KTPOMAarHiTHI
nosist. [ onTUMalbHOrO pO3MOAULY PajioYaCTOTHUX PECYpCIB 1 YHMKHEHHS
KOJI31# TIPH CIIIBHINA pOOOTI PaiioeIEKTPOHHUX MIPUCTPOIB HEOOX1AHUI MOCTIHHUN
MOHITOPUHT pajioedipy, €(DEeKTUBHO BUSBIAIOYM MEPEUIKOAN JIOKAJIBHOIO Ta
3arajJpHOTO XapakTepy. 3 Ii€i TOYKM 30py HEOOXIAHO BHKOPUCTOBYBATH
BHCOKOTOYHE BUMIPIOBAJIbHE 00JIaJTHAHHS, 1110 T03BOJISIE BUPIIIUTH BUIIIE3a3HAUYCHY
npobaemy. OAHUM 3 OCHOBHHMX €JIEMEHTIB TAaKOI0 BUMIPIOBAIBLHOTO 00JaHAHHS €
aHTeHa. 3HAYHOI0 MIPOI0 aHTEHa BHM3HAYA€ TOYHICTh BUMIPIOBAHbB 1, BIATOBIIHO,
JIOCTOBIPHICTD iX pe3yJbTaTiB. Y BUMIPIOBAJIbHI CUCTEMH, 10 BUKOPUCTOBYIOTHCS
JUIs MOHITOPUHTY pajaioedipy, € MHUPOKUN CHEKTP BUMIPIOBaIbHUX aHTeH. [lpote
J0Tenep BeAyThCS MOLIYKH PIllIeHb LIOJI0 CTBOPEHHS YHIBEpCaJbHOI aHTEHH, SKa
Ja€ 3MOTY TIPOBOJUTH BUMIPIOBAaHHS B JYyK€ UIIMPOKIM CMy31 YacToT 3
MiHIMJIBHUMH MOXUOKaMu. OIHHUM 13 MOKJIMBUX PIIIEHb TAaKOi MPOOIEMHU MOXKE
OyTH CTBOpPEHHS AaHTEHHOI CHUCTEMH, IO CKIAJAEThCS 3 KUIBKOX AaHTEH, IO
OpaliolTh Yy TEBHUX Jlana3oHax 4YacToT, aje pa3oM IEepEeKpUBaIOTh BeCh

TOCTIKyBaHUN pamioedipHuid giama3oH. Y Il CTaTTI TPOMOHYETHCS Ta



PO3IIAIAECTECA aHTCHHA CHCTCMA, sKa MOXKC 6YTI/I BHKOPpHCTAaHa AK 4YaCTHHA

BUMIPIOBAJILHOTO O0JIaAHAHHS JII MOHITOPHUHTY pajioedipy.



Posgin 1 3AXOAM JUISI OPTFAHIBAIII PEXHUMY HA
MIIITPUEMCTBI

1.1 Ilnaun 3axoaiB, sIKi HEOOXiAHI I MIATPUMAHHS

OCHOBHUM 3aBJIaHHSIM PaJIOMOHITOPUHTY € BUBUEHHS pajioedipy B CMy31 4acTOT,
B SIKifi TIPaIlOIOTh yCi OCHOBHI paJiocHCTeMU Ta mpucTpoi. Iix gocmipkeHHIMU
MarOThCs Ha YBa31 €EKTUBHE PO3TAIyBaHHS BUIIPOMIHIOBaYa PI3HUX PaJlloIKepe,
BUMIPIOBAaHHS PIBHIB iX €JIEKTPOMArHITHOTO TMOJISI Ta aHalli3 MEepPEeBAHTAXKEHOCTI
paioyacTOTHOTO CHEKTPYy. AHTEHa, SIK TEpIIUd 1 HaWBaXJIMBIIIUKA €JIEMEHT
BUMIPIOBAJIbHOI TEXHIKHM, IOBUHHA MAaTH TaKl TEXHIYHI XapaKTEPUCTHKU :

- I[IMPOKUH Jiama3oH poOOYMX YacTOT; - BHCOKAa CTaOUIbHICTh KOedillleHTa
MOCHJICHHS;

- BUCOKa CTaOUTBbHICTh (hOPMH JlarpaMu CHpPSIMOBAHOCTI B OCHOBHUX IJIONIMHAX Y
BCIM cMy31 poOOYHX YaCTOT;

- 3py4Ha eKCIuTyartauis Ta yHi(ikamis CTpyKTypa;

Jlo cxitary BUMIPIOBAJIBHOTO 00JIaTHAHHS BXO/ISTh:

- IIMPOKO/T1aI1a30HHI HEHANPAaBJIEH] aHTEHU PI3HUX J0JIATKIB;

- KOMIUIEKTH aHTEHHUX CHCTEM aBTOMATHYHOTO TEJICHTyBaHHS B PYCl, Ha CTOSIHKAX
Ta Ha CTAIIOHAPHHX ITOCTaX;

- KOMIUIEKTH aHTEHHUX MOJYJiB 3 HaNpSIMHUMH 3B'S3KaMU ISl PYYHHX
MEJICHTaTOPIB BIIKPUTOTO Ta IPUXOBAHOTO BUKOPHUCTAHHS.

SIx 6aunMo, HalyacTilIe B BUMIPIOBAIbHIN amapaTypl BUKOPHUCTOBYIOTHCS HAOOpH
aHTEH, KOXXKHAa 3 SKMX Ma€ CBIA Jiama3oH 1 copsMoBaHi BiactuBocTi. [lpu
MOHITOPHHTY  PaJlO4aCTOTHOTO CIEKTPY T[EBHOrO [iama3oHy HEOOXITHO

BUKOPUCTOBYBAaTH AaHTEHY 3 BIAMOBIIHOIO CMYyrol pobouynx wyactor. Tomy
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HEOOX1THO BHUKOPHCTOBYBAaTH a00 YHIBEpCAJIbHY IIMPOKOCMYTOBY aHTEHY, abo
3MIHIOBaTH aHTEHY IMpH TEPEeMHKaHHI 3 OJHOTO Jianma3oHy Ha iHmmMA. Mwu
PO3pOOMIN aHTEHHY CUCTEMY, IPU3HAYEHY JJIs1 pOOOTH Y CKJIaJll BUMIPIOBAIBHOTO
oOnagHaHHS JJI1 MOHITOpUHTY pajgioedipy. Cucrtema CKIalaeThCs 3 IBOX aHTEH:
norapudMivHOi, o mpairoe B cMy3i 9actoT 80...1000 MI't, 1 pymopHoi aHTeHH, 110
npairtoe B aianasoni 1...12 I'T.

JlornmepiognyHa aHTeHA CKIIAIAETHCS 3 ABAAISATH OJHOTO €JIEMEHTa, 3 TPOCKTHUM
nepionoM t=0,84 1 kyrom a=450. JlosxkuHa 301pHOT aHTEHHOI JiHIi — 1,57 Metpa.
JloBxuHa HaiioBIIOro Bibparopa (ogHa cropona) - 0,83 merpa, HaKOPOTHIOTO -
0,4 metpa.

[IpoBeneHi MOCHIKEHHST AHTEHW IMOKa3aJid, IO il KOe()IieHT MOCHIICHHS B
pobouoMy diama3oHi MPAKTUYHO HE 3MIHUBCS 1 cTaHOBHTH 12 nb, a koedimieHT
3axucHoi aii — 18 nb. B gaKkocTi Apyroi aHTeHU BUKOPUCTOBYETHCS BUMIPIOBATIbHUN
pynop TeHHa [16-23 A, o Mae Taki TEXHIYHI XapaKTEePUCTUKU:

- miana3oH yactoT - 1 ... 12 I'T'n;

- EdbexTuBHa mioma:

- Ha yactoTi 10 6 I'T'1y - 150 cm?;

- Ha yactoTi Bumie 6 I'T'tr - 130 cm?;

BY max - 50 Owm;

- [Toxubka edexTuBHOI ol -20%;

- KCB - 1,5;

- aHTeHHUI BXiJ (Tepepi3 AA) - KoaKClaJIbHHUIA;

- Bxignuii onip - 50 Owm;

- piBEHB:

- O14H1 ETIOCTKY - He OuibIire 10 ab;

- ToTepeyHa nojspusaiis - He ouibiie 20 nb.
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Ha manmtonky 1 mokaszaHa y3arajgbHeHa cxema cucteMu aHTeHu. OOuJIBI aHTEHU
3aKpiIyieH] Ha 3arajibHii TpaBepci, SKa, B CBOIO YEPry, 3aKpirieHa Ha BEPTUKAJIbHIN
morm. Y CcHCTeMi MOKHa 3MIHIOBATH HaIpsiM MOHITOPUHTY B MEpH1aHHIN
(rOpu3OHTAJIbHIN) TUIOIIMHI, a TaKOXX 3MIHIOBAaTH MOJISIpU3allilo aHTeH. Binactanpb
MDK aHTEHaMHU [0 TOPU30HTAJl CTaHOBUTH 1,5 MeTpa, 10 AO03BOJSE BHUPIIIUTU
npo0sieMy B3a€EMHOTO BIUTUBY aHTEH OJIMH Ha OJTHOTO.

Ha wmanionky 2 mokazaHa moBHa OJIOK-CXeMa CHCTEMHM, $Ka CKJIAJA€TbCs 3
pO3pO0NEHOI AaHTEHHOI CUCTEMH, CHUCTEMH KOMYTallii, CTallOHAPHOI CHCTEMH
pamiokonTposto Rohde & Schwarz UMS100, 3 MOXIMBICTIO ITiIKITFOUYCHHS
nopratuBHoro npuiimaua Rohde & Schwarz PR100, antenu. 00k yrpaBiaiHHS Ta

TEepMiHaAI KOMI'TOTepa.

Fig.1 General scheme of
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Fig. 2 Structure diagram of the antenna system

Po3rissHeMoO KOHCTPYKTHUBHI OCOOJIMBOCTI pO3p00JIEHOT AHTEHHOI CUCTEMHU.

VY cucrtemMi € MOXIIMBICTh 3MIHIOBATH TOJIAPU3AIliI0 000X aHTEH 3a JOMOMOTOIO
€JIEKTPOJIBUTYHA, SIKUM MOKHA KepyBaTW JUCTAaHLIWHO, MOJAal04d KOMAaHIHU 4Yepe3
TepMiHain Komm'rotepa.  JIms KOXXHOI aHTeHM MOKHAa BCTAHOBUTH BJIACHY
nojisipu3ailito abo OJHAKOBYy mojsipuzaiito juisi o6ox anteH. lllornma, Ha sKiif
BCTAHOBJICHI aHTEHH, 3MIHIOE CBOE TOJIOKEHHS 3a JIOMOMOTOI0 JPYroro ABUTYHA,
SKUM TaKOX MOXHA KEepyBaTH TUCTAHIIAHO, BIJJAIOYM KOMaHIU 4Yepe3 TOM xKe
KOMIT IOTEpHUN TepMiHaI. TakuM YMHOM, II€ TaK MOKHA ONEpPAaTUBHO KEPyBaTH
HAMpPsIMKOM MOHITOPUHTY B PEXHUMI PEATbHOTO 4Yacy, 3MIHIOIOUU KYT OIJISIY
AHTEHHOI CHUCTeMH JI0 TOYKM MPUXOJY JAOCHIKYBAHOIO CHUTHATy 3 HYyJS J0
TPHOXCOT LIICTACCATH rpaayciB. Y MOBOPOTHINA CUCTEM1 BUKOPUCTOBY€ETHCA AaTUHK-
npuitmad Selsyn, sikuii CHHXpOHHO, 3 To4HICTIO 10 0,1 Tpamxyca, 3a/1a€ KyT TOBOPOTY
aHTEH, 3aJaHuil omepaTopoM Ha TepMIHAIl KOMII'OTepa. 3OBHIIIHINA BUIJIAN

AHTEHHOI1 CUCTEMHU MOKa3aHUi B pucC 3.
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~

F g.3 ppence o the dloped antenna syslen}

3a [0mOMOror po3po0JIEHOT AHTEHHOI CHCTEMH TNPOBEIACHO BHUMIPIOBAHHS
HAMPYKEHOCTI  €JIEKTPUYHOTO  TOJis, CTBOPEHOTO  PI3HUMH  JIKEepeIaMH
PalOBUIIPOMIHIOBAHHS B Pi3HHUX perioHax CamapkaHichkoi oOjacti PecmyOmiku
V306ekuctan. Y Tabnuii 1 HaBeACHO pPe3yNbTaTH BUMIPIOBAHHS, OTpPUMaHI 3a
JIOTIOMOT'O0 PO3POOJIEHOT AHTEHHOT CUCTEMH Ta CTAaHJAPTHUX aHTEH, 1110 BXOJSTh J0

CKJIaay BUMIiproBaibsHOTO 00aaHanHs Rohde & Schwarz UMS100.
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Results ol measurements ol electric held strength

| The values of the field strength, measured | The values of the ficld strength meas-
with the help of the developed antenna sys-| ured with the UMS-100 standard an-
\ Frequency, MHz tem tennas
1 (system type) ) (fin_\"r m) (dBuV /m)
Posm.nn , Position 2 horizontal Posm}m : Position 2 horizontal
vertical | vertical =)
‘ 100.5 MHz | > \
: | (FM station) $7.0 ‘ [ i =
p. 1000 e 952 | 84.1 |
(FM station) — . ‘
‘ 101,9 MHz o
3" (FM station) ] Sf)‘() 1 150 |
4. 12 l{j?f,’,??f" 100,0/93,5 ‘ 98,0950 | '
554 MHz i r
S.| (Broadcasting standard 784 70,0
‘ DVB, 31 TVCH) 1
569 MHz
6. (telecasting standard DVB, 79.1/74.0 74.0/68.3
| 33TVCH) 1 | |
\ 465850 MHz |
7. |(mobile communication of| 95.5 90.5
w standard CDMA450) | ‘ | I — |
T 872,500 MHz ‘
8. |(mobile communication of 99,8 854
| | standard LTES00) . _ i i :
886,5 MHz ’ | '
9.| (mobile communication 103,7 91,7
L standard GSM900) I .. | | |
| 946 MHz [
11 (mobile communication 101,7 884
standard GSM900) A== |

AHami3 pe3ynbTaTiB BUMIPIOBaHb MOKa3ye, IO PI3HULS MDK pPe3yJIbTaTaMH,
OTPUMAHUMH 3a JOIMOMOTOI0 PO3POOJIEHOT aHTEHHOI CHCTEMH Ta CTaHJIAPTHUX
aHTeH, CTAaHOBUTH Big 5 n1bmkB/M 1o 26 1bMkB/Mm.

Hanpuknan:

- Ha yacToTi 465,850 MI'11 pi3uuus cranoButh 5 1byB/M, Ha wactoti 100,5 MI'l
pI3HUIIA CTaHOBUTH 7 1BMKB / M,

- Ha yacToTi 872,500 MI'11 pizuuns ctanoBuTh 14,4 nbMkB/M,

- Ha yactoTi 2117,5 MI'y pi3uuns ctaHoBuTh 16 1bMkB /M,

- Ha yacToTi 2670 MI'1 pizHuist cranoButh 13,2 1bMkB/Mm,

- Ha yacToTi 1877,4 MI'n pi3HuLs cTaHOBUTH 26 1BMKB/M.
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TakuM YMHOM, MOKHA KOHCTATyBaTH, III0 pO3p00JIeHa aHTEHHA CHCTEMa J1a€ OUTBII
TOYHI pe3yJbTaTH, HIK MPU BUKOPUCTAHHI CTAHIAPTHUX AHTEH, IO BXOISATH IO
CKJIa/Ty BUMipIOBaJIBHOTO 00JIaTHAHHS.

Kpim Toro, 3aBAsku MOXJIMBOCTI JUCTaHILIMHOTO KepyBaHHS (y pydyHOMY abo
ABTOMAaTUYHOMY PEKHMax) aHTEHHOIO CHUCTEMOIO TMPOIEC BUMIPIOBAHHS 3HAYHO
CIIPOIIYETHCS, IO AYXKE BaXIJIMBO JUIsI CKIIATHUX TIOJTBOBUX YMOB JKapKUX PETIOHIB

PecnyOniku ¥Y30ekucraH.

1.2 3MICT IIJIAHY OB €EKTHOTI'O PEXKUMY JI5I BABE3ITEYEHHSI
JAXUCTY

Ocuunorpadu cepii S
Ocuunorpadu cepii S 3a0e3neuyoTh 4y10By TUMYACOBY 0a3y, TEXHOJIOTIYHI OJIOKH
iHTepdeiicy Ta ALIIL Po3auibHa 31aTHICTD 16 01T, HU3BKUI PIBEHb UIYMY, HU3bKUI
piBeHb 1yMy Ta Bucokuit piBeHb ENOB 11st 4iTKOTr0 YsSIBICHHS PO MPOIYKTUBHICTD
BaIIIOr0 MPHUCTPOIO.

» 10-po3psmauit AL mo 8 I'T' mytst 101aTKOBOT pO3ALTBHOT 3aTHOCTI

» Bubip nmapaMeTpiB KOHKPETHOT MPOTpamMu

Ocmmtorpadu InfiniiVision 1000 cepii X
- Yotupu HOBI MOJenl 2-KaHaJIbHUX OCHUJIOTpadiB BKIHOYAIOTH 30UIBIICHY

MPOMYCKHY 3/IaTHICTh, 301IBIIIEHHS MMaM'siTi, OUTBII BUCOKY IIBUKICTh OHOBJICHHS
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dopMu cuTHaNy, CTaHIApTHY JIOKaJIbHY MEpEeXy Ta MOMJIMBOCTI aHali3y
CTaHJIapPTHOI OCTIA0BHOT IIUHU.
- IlokparenHs, Taki sk aHaJIi3 MOCIiJOBHOT IIMHU, TENep CTaHAAPTHI ISl HOTOYHUX

4-xaHaIbHUX MOJEIIEH.

Cucremu 360py manux DAQ970/73A

[ligBHILITE MPOAYKTUBHICTH Bi 3-Ci0TOBUX OJIOKIB 300py nanux 34970/72A 3a
nonoMororo DAQ970/73A, sixkuii 3a0e3neuye MOKpauieHy TOYHICTh BUMIPIOBAHHS,
nianazoH BuMiproBanHs onopy Wder i B 100 pa3ziB OuUTblTy MIBUJKICTh 3YUTYBaHHSI.
-50 000 moka3zaHsb/c.

-9 MmoayniB nepemukayda, PY, udppoBoro npucTporo Ta MOyJ1iB KEpyBaHHSL.

-USB LAN Tta intepdeiic GPIB.

4-nnoptoBa mikpoxsuiboBa iy ECal cepii 4430
[neanbHO MiAXOAUTH Uil BUKOopucTaHHs 3 PYU 30amaHcoBaHUMU BUMIPIOBAILHUMU
pimennsmu Keyight.

-IlIBuaki kanmiOpyBaHHs, K1 HAA3BUYAHHO MMOBTOPIOBAHI Ta TOYHI.

Keysight 1 nama auctpub'roropcbka mepexa RIGHT Instrument. [IPABUJIBHA
ekcrieptu3a. [Jocrasneno [IPAMO 3apas.

Keysight 1 Hama Mepexxa aBTopu3oBaHuX IUcTpuO 10TopiB Keysight 00’ eqnanmcs,
o6 3a0e3MeunuTd MBUAKUN 1 JIETKUHA JOCTYN A0 HaWOUIbIIOI y CBITI CEeKUIi
ctanaapTHUX iHCTpyMeHTiB T&M. Lle nalikpamuit nocBin BumiptoBanb Keysight ta
IMPOTa TPOAYKTY B 000X CBITaX Yy MOEAHAHHI 31 HIBUAKICTIO, 3PYYHICTIO Ta
J0CTaBKOIO B TOM K€ JICHb BiJl HAIIUX IUCTPHUO IOTOPCHKUX MapTHEPIB.

[Ile HikoaM He OylO MpOCTINIE BiApa3dy OTpUMATH MOTPIOHUN IHCTPYMEHT Yy

MPaBWIbHI PYKH.
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[1{o6 3HaiTH HAMOIMKIOTO aBTOPHU30BaHOTO TUCTpUO toTopa Keysight, BinBigaiite

HOoro.

[Iporpamue 3abe3neuennss PathWave BenchVue: kepyBanHs. ABTOMaTu3yBaTH.
Copocturu.

[Iporpamue 3abe3neuenns Keysight PathWave BenchVue mis IIK ycyBae Garato
po0JseM, MOB’A3aHUX 13 CTEHJOBUM TECTYBaHHSAM. 3pOOMBIIM MOTO MPOCTHM IS
MIJKIIOYEHHS, KEepyBaHHS I1HCTPyYMEHTaMH Ta  aBTOMAaTu3alii  TECTOBHX
HOCTIOBHOCTEM, BU MOXKETE IIBUIKO MPOMTH €Tal po3pOoOKH TECTIB 1 OTPUMATH
JOCTYIl JI0 Pe3yJbTaTiB MIBHJLIE, HIXK Oyab-koiu padime. CrneniaibHi IporpaMu
JUIST  TPWIAAiB  JIO3BOJSIOTH  IIBUJKO  HAJallITyBaTHU  HAWOUIBII — YacTo
BUKOPUCTOBYBaHI BUMIPIOBAHHS Ta HAJAIITYBaHHS JUIsI KOXHOI1 CIM’1 IpHUIIAJIiB.
[IIBuaKO CTBOPIOWTE BJIACHI MOCIIJIOBHOCTI TECTIB 3a JOMOMOTOI 1HTETPOBAHOIO
nonatka Test Flow, 1106 aBToMaTru3yBaTH Ta Bi3yali3yBaTH pe3yJbTaTH TECTYBAHHS
0e3 HeoOXIAHOCTI MpOrpaMmyBaHHS Mpuiany. Pi3HOMaHITHI MOTYXHI Mporpamu
BenchVue 103Bosisit0Th 3Ha4HO CKOPOTUTH YaC TECTyBaHHS.

HOBUHKA  Jlomatku Uit  KepyBaHHS  JiabopaTopiero  3a0e3neuyroTh
IEHTpaIi30BaHy KOH(QIrypallito JJabopaTOpHOTo MpUIaay, BIICTEKYIOTh aKTUBH Ta
aAMIHICTPYIOTh JabopaTopito. ImeanbHO MAXOAUTH NS BUKIAMAYIB NS

MOHITOPUHTY Ta KOHTPOJIIO HABUYAJIHUX JIA00paTOPiii.
[ITykanTe 1en 3Ha4YOK
y BChOMY KaTaJio3i, o0 11eHTU(IKYBaTH NPOAYKTH 3 IPOrPaAMHHUM 3a0€3MeUEHHIM

BenchVue, Bxitouennm abo migTpuMyBaHUM.

Bukopucrosyiite nporpamu PathWave BenchVue, mo0:
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- Hanamryiite HalOUIBII YacTO BUKOPUCTOBYBaHI €JIEMEHTH KEpyBaHHS Ta
BHUMIPIOBaHHA 3 Balux iHCTpyMeHTiB Keysight Bizyanizaiiist KiTbkOX BUMIPIOBaHb
0JIHOYACHO.

-Jlerko peectpyiiTe Ta ekCopTylTe AaHl Ta 300pa)K€HHs €KpaHa JUIIE 3a KUIbKa
KJTIKIB JIJ1s1 IPUIIBUAIIOTO aHATI3y.

- [IBuaKO CTBOpIOMTE aBTOMATH30BaHI IOCIIJIOBHOCTI TECTIB 3 MiHIMAJIbHUMU
3HAHHSAMH TIPO TPUTIAI.

- llentpanizoBaHe KepyBaHHA Ta HaJAIITyBaHHS JJAOOPATOPHUX CTAHIIN.
[Iporpamue 3abe3neuenns PathWave BenchVue mnigrpumye mnonax 500
iHcTpyMeHTiB Keysight, Bkitoyaroun nu@poBi MyJIbTUMETPH, OJOKH KUBJIEHHS,
aHaII3aTOpU CIIEKTPY T€HEpaTopiB (PYHKIIINA/TeHepaTOpiB CUTHANTIB, OJOKK 300py
JAaHUX, aHaI3aTOpU MeEpexi, ocuuiorpadu, BUMIPIOBAYl MOTYXKHOCTI, NAaTYUKU
MOTY>KHOCTI, €JIEKTPOHHI HAaBAaHTAXEHHS, YHIBEPCAJIbHI JIYWJIBHUKU TOLIO.
Mykaiite BenchVue, sikuii miATpUMYETHCS MIKTOTpaMa Jjisi CYMICHUX TPOYKTIB
[TouniTh TpHUCKOpPIOBAaTH CBiM poOoumii mpouec choronaHi. IIporpamu BenchVue
BKJIFOYEHI B OUIBIIICTh MPOAYKTIB y IboMy KaTanosi. LI[o6 nmizmaTucs Oinblie,
B1JIBIJaiTE
JIucTaHIIiHO KepyWTe CBOIMU HACTLIILHUMHU IHCTPYMEHTaMHU
Hanamrytite BenchVue nis BignaneHoro MOHITOPUHTY Ta KEpyBaHHS HACTUTBHUMHU
IHCTpyMEHTaMH 3 1Hmoro Micus. lLle /103Boisie BUYMTENIO KOHTPOJIOBATU
JMCTaHIIHI JJabopaTopli HaBYaHHsI/HABUYAaHHS, a 1HXXEHEPU MOXYTh AUCTAHIINHO
KepyBaTH CHUCTEMaMHU 110 BCbOMY CBITY.

Buxopucranus BenchVue anga aguctaHuiiHoro KepyBaHHA —HACTUIBHUMHU

THCTpyMEHTaMHU

3ABAHTAXYUTE BAILl HACTYIIHUM CTATYC
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[Iporpamue 3abe3ncuecHHs Keysignt MokHa 3aBaHTaXHWTH. Big mepiioro
MOJIETIIOBAHHS J0 TIEPIIOi BIIMPABKU KIIEHTY MU HaJaEMO 1THCTPYMEHTH, HEOOX1/1H1
Balllli KOMaH/I1, 1100 MPUCKOPUTH TIepeXij BiJ JaHUX 10 1HGOpMaLIil 10 peaabHOIo

PO3YMIHHS.

HaBuanpHi1 pilieHHs] HA OCHOBI HABYAJIBHOI TPOrpamMu Ta MpOrpaMHe 3a0e3MeUeHHs
JUTS YIIpaBJIiHHS J1abopaTopiero

Pimenns nis HaBuanHs Iarepuery peueit cepii U3800 (1oT).

- [Ipuknaani kypcu cepii U3800 mponoHyoTs MOBHUI FTOTOBUI 0 HABYaHHS MaKeET,
30CcepeKeHN Ha BHUBUYEHHI cucteMu loT 1 momaTkiB KiHIIEBUX KOPUCTYBadiB 3a
JOTIOMOT'OK0 TEMAaTUYHUX JOCIIKEHb, MPAKTUYHUX JTA00paTOPIid 1 MPOMHUCIOBUX
3aBJlaHb.

-Temu BKJIIOYAIOTh: aBTOMAaTH3allsd PO3YMHOI'O JIOMY, PO3YMHE MICTO, PO3yMHHUIA
aBTOMOOUTb, YIpaBIiHHA KaracTpodamu, aBToMarusaiis iHgycTpli 4.0 Ta
0e3IpOTOBUM 3B’ I30K.

-Bxitouae ocnoBu 10T dyepe3 0e3ApOTOBHIl 3B’S30K, JATUMKKA Ta YIPaBIIHHSA
’KUBJICHHSM, Ha/Ial0OYH CTyJI€HTaM MPAaKTUYHI METOIU MMPOCKTYBAaHHA Ta TECTYBaHHS
3 BUKOPUCTAHHSM TEPEIOBUX ITHCTPYMEHTIB.

Jl13HaiiTecs OLIbIIe Ha

U3851A PY MikpOXBUIILOBE PIILICHHS JIJIsl HABYAHHS
-PU MikpoxBuiIbOBa CXxeMa MPOEKTYBaHHS, MOJIEIIOBAaHHS Ta BUMIPIOBAHHSL.
- IlpuHOCUTH AOCBIJ MPOMHCIOBOIO MPOEKTYBaHHS B KJac 1 OXOIUTIOE MOBHHIA

poIieC MPOCKTYBAHHS IJIs YCIIIIHOI po3po0OKku 6e3apoToBux aoaatkiB SG 1 loT.
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- KypcoBe mporpamHe 3a0e3rnedyeHHsI BKJIIOYAE MOJYJIBHUN HaOIp MPOTOTHIIB 13
BUKOPHUCTaHHAM MOAyJs npuiimaya 1,8 I'T'u, mabopatopHi JTUCTH Ta 3aBAAHHS Ha
OCHOB1 TpOOJIEeM Jii BUKOPHUCTAHHS 3 PEKOMEHJOBAaHUMHU IHCTPYMEHTaMHU Ta

IMporpaMHuM 3a0e3IeueHHIM I IIPOCKTYBAHHS.

BVO9111B Pimenns nis ynpasiaiHHs Ta KOHTPoJtO JiabopaTtopii BenchVue

- BenchVue Lab — me pimeHHs A ynpaBiiHHS 1a00opaToOpi€r0 Ha OCHOBI
JOKaJIbHOI Mepexi, W0 3abe3nedye IEHTPaTI30BaHUN o  JlabopaTopii
KOH(irypatii npuiajiB Ta BIACTEKEHHS aKTHUBIB JJI1 BUKJIAAAdiB, sIKI HABYAIOTh
nabopaTopiu.

-Bxutouae nporpamu Keysight BV0O11XB BenchVue Lab (kepyBanns npunagamu,
aBTOMATHU3Allisl Ta aHaJ13) 1 KOJeKIio KoHTpoito ocBith BV9101B BenchVue.
-Jlerke kepyBaHHs Tpwiagamu, 301p JaHUX, peeCTpallis AaHUX, MOHITOPUHT Ta

CTBOPEHHSI 3BITIB ISl CTYICHTIB Ha CTCH/II.

1.3 3AXOJIX HIOJ10 OCIB, SIKI MAKOTbH BIAIIOBIITHI OBOB S3KU
In recent years, there has been a growing interest in mini- and microUAVs related

to the capabilities

low-cost observation and for the purposes of remote sensing of the earth's surface.
For now, most UAVs use a satellite navigation system (GNSS) and an inertial
navigation system (INS). However, such navigation solutions may not work in
environments with weak or no GNSS signal and used in environments such as
mountain/trough navigation, confined space navigation, or urban flight. 2D and 3D
laser scanners can provide additional information for navigating such difficult

terrain, but the disadvantage is their high cost, high weight and unsuitability for
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installation on mini or micro PSU aircraft. Stereoscopic video sensors are relatively
lightweight and data-oriented, and the associated video processing algorithms
Impose significant computational requirements, which makes their real-time
application problematic.

Therefore, there is a need for new motion analysis techniques for navigation in
environments with weak or no GNSS signal.

The optical flow (OP) of cameras is of particular interest for research because of the
simple representation of velocity. It has been observed that honeybees use optical
flow for landing, airspeed regulation and obstacle avoidance. Interested in the flight
pattern of insects, many developers were directed to use modified video sensors for
measuring optical flow based on various robotic platforms. There are options for
using optical sensors mice, for measuring the motion field, installed on the UAV,
but low resolution and the impossibility of installing additional focusing optics gave
unsatisfactory results in determining the optical flow.

An analysis of the modern literature on the study of optical flow has shown that both
simple monocular cameras and special optical flow sensors are used to measure the
optical flow. Optical flow can be used to evaluate speed, orientation and trajectory
of movement after the estimated values of OP and INS passed through stochastic
filters. Such OP/INS systems provide huge capabilities to support small or
microUAVSs in short-range navigation without relying on GNSS signal, similar to
insect optical navigation system. The paper shows the possibility of using an optical
sensor to estimate the UAV motion parameters. It is proposed to use texture analysis
to estimate the optical flow in comparison with the standard block method. To study
accuracy the work of the entire algorithm, a program was developed in the
MATLAB system. Based on received given the results of translational velocity

estimates, the accuracy of the proposed methods was analyzed.
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Determination of motion parameters according to the optical flow data of a
video camera

Various points in the space of objects are displayed by the optical system of the
camera in image space at different distances from the focal plane.

However, if Since the distance between the camera and the observed scene
considerably exceeds the focal length of the optical system, we can assume that the
image is built in its focal plane. In this case, one can use the projective camera model,
in which the image of a three-dimensional object is obtained by projecting it into the
focal plane (image plane) through a single point called the optical center. Straight
line perpendicular to the image plane and passing through this point is called the
optical axis of the camera, and the point of intersection of the optical axis with the
image plane is main point. The movement of objects in front of the camera or the
movement of the camera in a stationary environment results in corresponding
changes in the picture, and this measurement can be used to reconstruct the
corresponding movement. The camera is moving in a static environment. The
motion field is created by designing the speed on the image plane.

Point p corresponds to point P on the Earth's surface (Fig. 1). These two points are
connected design equations. It is important that any point of the image can be

assigned a certain vector. These vectors form the field of motion.
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Fig. 1. Projective camera coordinate system.

Let's connect the coordinate system with the camera so that the Z axis coincides with
the optical axis cameras. Let r denote the vector connecting the point O with the
point P=[X,Y,Z]T, f the focal length. The projected pixel coordinates P on the image

plane are determined by

P
p—fz

In the general case, the measurement of coordinates in the photodetector is carried
out in units, different from the units that specify the coordinates in the standard
system. For a full description camera, it is necessary to express the coordinates of
the point p in the natural units of the photodetector. In the new system, the

coordinates of the projection of the point p will take the form

X

u=->-—+uy, v=-—1=V).
wZ hZ
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where (u0, vO) are the coordinates of the main point relative to the origin of the
photodetector

(in the natural coordinates of the photodetector); w and h are the scales along the ox
and oy axes (for example, the distances between cells of a matrix photodetector
along rows and columns).

For the subsequent presentation, we introduce a three-dimensional vector
corresponding to the point P=(X,Y,Z) , and two-dimensional vector , p=(x, y)T
corresponding to point p. Let us also define the vector of homogeneous internal
coordinates of the camera W = (u, v, 1)T. Using these notations, relations can be

represented in a compact vector-matrix notation

Z\W=AP,

f/w u u0
WhereA= 0 f/h v, -matrixof internal parameters of the camera, contains
0 0 1

only the parameters of the optical system and photo detector of the camera.

Let OXYZ be the global coordinate system and O'X'Y'Z' the standard camera
coordinate system. The transition from the OXYZ system to the O'X"Y'Z' system can
be done by turning coordinate axes to the OX"Y"Z" system and subsequent offset of
the origin. Then the relationship between the coordinates of the point P in the global

and standard systems can be represented as

P =RP+t,

where P and P’ are the vectors of spatial coordinates of the point P in the global and
standard systems, respectively; R is a 3x3 matrix describing the rotation of the
standard coordinate systems relative to global; t - is a three dimensional offset vector

of the origin of the global system relative to the origin of the standard one.
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Fig.2. Transition from the global coordinate system to the standard camera coordinate system.

On fig. 2 schematically shows the coordinate transformation. Here a, 3, y are the
angles formed by the OX" axis with the OX, OY, and OZ axes, respectively. Vector
t = (txtytZ)T - offset of the origin of the global coordinate system relative to the
origin of the standard. For To obtain the internal parameters of the camera, as well
as compensation for radial and tangential distortions, the video camera calibration
procedure is performed.

The origin of coordinates in the camera image plane coincides with the main point
u0=v0=0, and the coordinate units in the global system and in the camera image
plane are the same (w=h=1). The motion of a rigid body can be decomposed into
two components: (V) translational motion and rotational motion (;)) around the axis
passing through the origin. The speed of the point will look like:

Viotar = =V — dixr
Where V = (V,,, 1, V;)" - progressive movement; & = (w,, wy, wz)" — rotation

parameters.
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Taking the derivative with respect to time, we obtain the ratio between the speed P
in the reference frame of the camera and the speed p in the image plane with the

error function p0.

Jlow _,,  _ 0 - ZViotal ~V=P
A7 cam 0 22 :

For the x and y components, the field of motion can be written as:

- Vx V;’ . Vy VZ
x——7+x 7+{0xy—myx —my+wzy,y——7+y 7+mxy—0)yx —0zX+ 0y

These equations can be written as x = u; + u, and y = v; + v,.Let us divide the
optical flow into translational component (u; + v,) and rotational

component (u, + v,):

up=Vy + xV,)/ Z, u, = (oxxy—coy(x2 +)+o,y,

2
Vt =(_Vy + YV ) 2, v =0y (y +1)—03yxy—oozx.

To determine the optical flow in the article [8], the method of comparison is used
blocks that uses adaptively resizable and adaptive search strategy the motion vector
with weighting of measurements of image blocks, where each block corresponds to
a texture index.

Forward speed estimation

Let us consider three possible variants of the initial conditions for the motion of the
video camera, or platforms. We use the least squares method to determine the

parameters movement.
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1. The distance from the camera to the surface at each point in the image is known.
Let us set ourselves the goal of determining the parameters of translational motion
Ve Wy,

Let's define the smallest deviation:

2 2
min JJ [HOL] J{vB) dxdy,
V. Vy Z Z

Where a= —Vy +xVz; BZ —Vy + sz .

Differentiating the integrals with respect to Vx, Vy and equating the resulting

equations to zero, we obtain:

_ V. || xdxdy — Z [ udxdy V. V[ ydxdy + Z || vdxdy
(n-m) Y (n-m) '

Vy

2. Consider the condition under which there is no translational movement along the

Z axis,

I, = 0. Inthis case, expression is simplified, and we obtain the translational motion

parameters:

_~Z[Judxdy |, _ —Z[[vdxdy
(n-m) Y (n-m)

3. Next, consider the condition under which it is necessary to determine the motion

Vx

parameters

Ve, V3, V7 with unknown Z. To consider the explicit solution, we use the expression

proposed in. The least squares method consists of the following steps: first we
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determine the value of Z, which minimizes the integrand in each point (x, y), and

then determine the value of V,,Vj,,and V;, which minimizes the integral.
The expression we want to minimize will take the form
i i S .
min II [u—E] +(v—EJ (az +B2)dxdy,
Vi Vy Vs Z Z
Where 0=V +xVo; B==Vy, + V.
Denote the integral for minimization by:

g(Vx-Vy V2 )=l +bVy % +cV 2 +2dVVy, +2eV, V2 +2 V2V,

Where
a= Uvzdxdy, b= Huzdxdy : c=[[(xv— yu)2 dxdy , e = [[u(xv—yu)dxd
S =—[v(xv— yu)dxdy.

To determine the speed of translational movement by the least squares method it is
necessary to solve the following homogeneous system with respect to w: Gw= 0,

where
(a d [
G=|d b e
S e ¢)

Since the data contains noise, the function g(V,,V,,V;) can't be set to zero for a

non-zero translational speed and thus w = (0,0,0)” will be the only the right

decision. Having determined the eigenvector corresponding to the own

meaning?xl, we get:
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Vi =(b=M)(e=2) =S (b=2)=d(c=h)+e(f+d ~e),
7y =(c=M)(a-21)-d(c—n)-ela-r)+ f(d+e—f),
V., =(a—7\.1)(5)—7\.1)—6(61—7\.1)—f(b—7\.1)+d(e+f—d).

It should be noted that the value of 7\/1 should be small with good data, and one

can simply approximate the exact solution using these equations at 7\,1 = (.

Results of modeling and estimation of video camera motion parameters.

To study the accuracy of the algorithms, a program was developed in the system
MATLAB. To create the effect of a UAV flight, the coordinates of the underlying
surface will remain unchanged; we will change the coordinates and orientation of
the camera.

Change of position and camera orientation is given by analytical equations. When
running a flight simulation, the underlying surface will be displayed on the screen
from a certain point of space and at certain angles, the value of which depends on
the current position and camera orientation.

During the flight, the brightness of the image changes. The resulting current image
Is divided into 8x8 blocks and the procedure is performed

optical flow estimates. The parameters of the motion vectors (magnitude and
direction) are recorded in the corresponding matrices. Depending on the problem
being solved, an algorithm for analyzing motion vectors (motion fields) is chosen.
Movement simulation was carried out

on eight high resolution images of the underlying surface (4412 x 4779 pixels) with
different textures. For comparison, the translational velocity is calculated using

texture analysis and the standard method based on equal precision measurements.
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The appearance of the coordinate system modeled for the surveillance system is
shown

in fig. 4. The origin of coordinates is located on the surface of the underlying surface
at the selected point. The initial position of the camera is characterized by the

coordinates (X, Y, Z) and orientation angles (a, B, 7).
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Fig. 4. Simulation of the movement of the video camera

Fig. 4. Simulation of the movement of the video camera

Simulation initial data: average travel speed 16 m/s, travel height camera 100 m,
camera viewing angle 90 degrees, focal length 1 mm, CCD matrix size 256x256
pixels, frame rate 30 fps. Estimation of translational speed with compensation of

rotational motion, change in angular velocities Y,X,Z=[-10:10].
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datal is the true forward speed;

data2 - calculated forward speed standard method,;

data3 - calculated forward speed developed by the OF method.
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datal is the true forward speed;

data2 - calculated forward speed standard method;

data3 - calculated forward speed developed by the OF method.

On the basis of the obtained results of the translational velocity estimation, it is
possible to analyze the accuracy of the proposed method.

For texture analysis, a parameter was proposed in that characterizes the degree of
Image texture according to the estimation of the covariance matrix. The analysis of
the image of the underlying surface with respect to the estimate of the condition

number was equal to 9.6348, which is a sign of the high texture of the entire image.
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Fig.8. Errors in translational velocity estimates
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Error translational velocity
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Fig. 9. Errors in translational velocity estimates developed by the OP method

For estimates based on the standard block method, the estimated mean the
value of the translational velocity error was 0.154 m/s, the standard deviation
of the determination error forward speed 1.4389 m/s.

The calculation of the translational velocity using the estimation of image
blocks gave the following result: the average estimated value of the
translational velocity error was 0.0880m/s, standard deviation of the
translational velocity determination error 0.6392 m/s.

On fig. Figure 7 shows the results of velocity estimates for the image of the
underlying surfaces with a weak texture index. The simulation of the motion of
the video camera was carried out on a uniform texture of the water surface.
Based on the received given the results of the translational velocity estimates,

it is possible to estimate the accuracy of the proposed method. Texture analysis
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of the entire image of the underlying surface with respect to condition number

estimate was 6.6203, which indicates a weak texture of the image.
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Fig. 10. Errors in translational estimates speed by the standard OP method
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Error tranglational velocity
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Fig. 11. Errors in translational estimates speed developed by the method O

For estimates based on the standard method, the average estimated value of the
translational velocity measurement error was 2.5128 m/s, and the standard deviation
of the translational velocity measurement error was 1.1727 m/s.

The translational velocity calculation using texture analysis gave the following
result: the average estimated value of the translational velocity measurement error is
0.0221 m/s, and the standard deviation of the translational velocity measurement
error is 0.7223 m/s. In table. Table 1 shows the results of estimates of translational

motion parameters for various images of the underlying surface:

Results of estimates of translational motion parameters
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5 5 S
Grade 2 S S § =
. g g g E| g i &
Options 5 & | 6 g = B > s 2 2§ 8
S E |8~ §& 7 ? 28 51 3
o & © < = = =
l_
texture 27736 | 4.7706 | 9.6348 [3.3554 25556 | 2.1907 [3 6.6
analysis




36

Mat. waiting for
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RMS errors in
determining the 0.6m/s 1.57m/s | 1.44m/s [0.57 m/s 0.62m/s | 0.7m/s | 0.76 m/s | 1.1°
translational

speed
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error in
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error in
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1.4 3epHeHHSsI 10 30BHIIIHIX eKCIEPTiB
| DEVICE OF RADIO-FREQUENCY NOISE STATIONARY "RIAC-1C".

1. General information, purpose
1.1 Stationary radio frequency noise device "PIAC-1C" is designed to protect objects
from leakage of confidential information by channels of spurious electromagnetic

radiation and interference by generating a noise signal.
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1.2 The device includes a noise generator "RIAS-1GS" and frame soft antennas
"PIAC-1AM".

1.3 Soft frame antennas "PIAC-1AM" are insulated wires with a cross section of up
to 5 mm, which are placed along the perimeter of the protected object.

1.4 Up to 6 loop antennas can be connected to the output channels of the generator.
2. Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 180 Hz to 2 GHz and above.

2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 Spectral intensity density of the electric E,; and magnetic pH components of the
electromagnetic noise field (dB/uV*m™**kHz %) of the device relative to 1 pV at a
distance of 1 m from the antenna:

- in the range from 0.00018 to 100 MHz not less than 65 dB

- in the range from 100 to 100 MHz not less than 70 dB

- in the range from 500 to 1200 MHz not less than 70 dB:

- in the range from 1200 to 2000 MHz, at least 70 dB.

2.4 The coefficient of interspectral correlations in the frequency band of the noise
signal of the device is not more than 6 dB.

2.5 The device provides regulation of the noise signal level by at least 20 dB.

2.6 The maximum integral value of the output power of the device is not less than
10 W.

2.7 The device has a built-in system of automatic operation control and sound
indication of the integrity of the emitted antennas.

2.8 The power supply of the device is carried out from the AC network with a voltage
0f 220 V plus 22 V minus 33 V, frequency 50+1 Hz.

2.9 Time of technical readiness of the device - no more than 5 s.

2.10 The power consumed by the device from the AC mains is not more than 20 W.
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2.11 Overall dimensions of the generator - no more than 190x187x63 mm.

2.12 Mass of the generator is not more than 2 kg.

The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: wide range of operation, high
signal quality factor, light, low standby time. Disadvantages: the size of the device,

no battery for battery life, only one type of antenna, stationary.

Il STATIONARY RADIO-FREQUENCY NOISE DEVICE "RIAS-1C/1"

1. General information, purpose

1.1 Stationary radio frequency noise device "RIAC-1C/1" is designed to protect
objects from leakage of confidential information by channels of spurious
electromagnetic radiation and interference by generating a noise signal.

1.2 The device includes a noise generator "PIAC-1GS/1" and dipole telescopic
antennas "PIAC-1AD".

1.3 Telescopic dipole antennas "PIAC-1AD" are a four-legged dipole pin with a
diameter of 10 mm and a length of 1225 mm.

2. Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 180 Hz to 1 GHz and above.

2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 The spectral density of the electric E,, and magnetic pH components of the
electromagnetic noise field (dB / uV * m™* * kHz%?) of the device relative to 1 pV
at a distance of 1 m from the antenna:

- in the range from 0.00018 to 100 MHz, at least 65 dB;

- in the range from 100 to 100 MHz, not less than 70 dB;

- in the range from 500 to 1000 MHz, not less than 70 dB;
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2.4 The coefficient of interspectral correlations in the frequency band of the noise
signal of the device is not more than 6 dB.

2.5 The device provides regulation of the noise signal level by at least 20 dB.

2.6 The maximum integral value of the output power of the device is not less than 8
W.

2.7 The device has a built-in system of automatic operation control and sound
indication of the integrity of the emitted antennas.

2.8 The power supply of the device is carried out from the AC network with a voltage
of 220 V plus 22 V minus 33 V, frequency 50+1 Hz.

2.9 Time of technical readiness of the device is no more than 5 s.

2.10 The power that the device consumes from the AC mains is not more than 20
watts.

2.11 Overall dimensions of the generator - no more than 190x187x63 mm.

2.12 Mass of the generator is not more than 2 kg.

The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: high signal quality factor, light,
low standby time. Disadvantages: the size of the device, no battery for battery life,

only one type of antenna, stationary.

11 DEVICE OF RADIO-FREQUENCY NOISE STATIONARY "RIAS-1C/2"

1. General information, purpose

1.1 Stationary radio frequency noise device "PIAC-1C/2" is designed to protect
objects from leakage of confidential information by channels of spurious
electromagnetic radiation and interference by generating a noise signal.

1.2 The device includes a noise generator "PIAC-1GS/2" and dipole telescopic
antennas "PIAC-1AD".
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1.3 Telescopic dipole antennas «PIAC-1AD» are a four-leg dipole pin with a
diameter of 10 mm and a length of 1225 mm.

2. Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 180 Hz to 2.5 GHz and above.

2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 Spectral density of the electric E,, and magnetic pH components of the
electromagnetic noise field (dB/uV*m™1*kHz %) of the device relative to 1 pV at a
distance of 1 m from the antenna:

- in the range from 0.00018 to 100 MHz, not less than 65 dB;

- in the range from 100 to 100 MHz not less than 70 dB;

- in the range from 500 to 1200 MHz not less than 70 dB;

- in the range from 1200 to 2500 MHz not less than 70 dB.

2.4 The coefficient of interspectral correlations in the frequency band of the noise
signal of the device is not more than 6 dB.

2.5 The device provides regulation of the noise signal level by at least 20 dB.

2.6 The maximum integral value of the output power of the device is not less than
15W.

2.7 The device has a built-in system of automatic control of functioning.

2.8 The power supply of the device is carried out from the alternating current
network with a voltage of 220 8 plus 22 V minus 33 V, frequency 50+1 Hz.

2.9 The time of technical readiness of the device is no more than 5 s.

2.10 The power that the device consumes from the AC mains is not more than 20
watts.

2.11 Overall dimensions of the generator - no more than 190x187x63 mm.

2.12 Mass of the generator is not more than 2 kg.
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The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: wide range of operation, high
signal quality factor, light, low standby time. Disadvantages: the size of the device,

no battery for battery life, only one type of antenna, stationary.

IV DEVICE OF RADIO-FREQUENCY NOISE MOBILE "RIAC-1M"

1. General information, purpose

1.1 Mobile radio frequency noise device “PIAC-1M. designed to protect objects
from leakage of confidential information by channels of spurious electromagnetic
radiation and interference by generating a noise signal.

1.2 The device includes a PIAC-1GM noise generator, PIAC-1AD internal dipole
telescopic antennas (built-in) and a PIAC-1AZh rigid loop antenna.

1.3 Telescopic dipole antennas "PIAC-1AD" are a four-legged dipole pin with a
diameter of 10 mm and a length of 1225 mm.

1.4 Rigid loop antenna "PLAC-1AX" is a circle with a diameter of 280 mm and a
tube section of 10 mm.

2. Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 180 Hz to 2 GHz above.

2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 Spectral intensity density of the electrical E,; and magnetic pH components of
the electromagnetic noise field (dB / pv * m™* * kHz ) of the device relative to 1
uV at a distance of 1 m from the antenna:

- in the range from 0.00018 to 100 MHz, not less than 65 dB;

- in the range from 100 to 100 MHz not less than 70 dB:

- in the range from 500 to 1200 MHz not less than 70 dB;

- in the range from 1200 to 2000 MHz not less than 70 dB.
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2.4 Coefficient of interspectral correlations in the frequency band of the noise signal
- no more than 6dB.

2.5 The device provides regulation of the noise signal level to a value of at least 20
dB.

2.6 The maximum integral value of the output power of the device is not less than
15 W.

2.7 The device has a built-in system of automatic control of functioning.

2.8 Power supply of the device is provided from the alternating current mains with
a voltage of 220 V plus 22 V minus 33 V, frequency (50:1) Hz, the accumulator and
the vehicle's on-board network.

2.9 The time of technical readiness of the device is not more than 5 s.

2.10 The power that the device consumes from the AC mains is not more than 20
W.

2.11 Device devices are placed in a case.

2.12 Overall dimensions of the device are not more than 460x380x130mm.

2.13 Generator weight - no more than 2 kg.

The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: wide range of operation, high
signal quality factor, light, low standby time. Disadvantages: the size of the device,
no battery for battery life.

V COMPUTER RADIO-FREQUENCY NOISE DEVICE "RIAS-1K"

1. General information, purpose

1.1 Computer radio frequency noise device "PIAC-1K" is designed to protect objects
from leakage of confidential information by channels of spurious electromagnetic

radiation and interference by generating a noise signal.
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1.2 The device includes a noise generator "PIAC-1I"'M", dipole telescopic antennas
"PIAC-1AD" and a rigid frame antenna "PIAC-1AX".

1.3 Dipole telescopic antennas "PIAC-1AD" are a four-legged dipole pin with a
diameter of 10 mm and a length of 1225 mm.

1.4 Rigid loop antenna "PIAC-1AX" is a circle with a diameter of 280 mm and a
tube section of 10 mm.

2.Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 180 Hz to 2 GHz.

2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 Spectral intensity density of the electrical E, and magnetic pH components of
the electromagnetic noise field (dB/pV*m™**kHz?°%) of the device relative to 1 pV
at a distance of 1 m from the antenna:

- in the range from 0.00018 to 100 MHz, at least 65 dB;

- in the range from 100 to 100 MHz not less than 70 dB;

- in the range from 500 to 1200 MHz not less than 70 dB;

- in the range from 1200 to 2000 MHz not less than 70 dB.

2.4 The coefficient of interspectral correlations in the frequency band of the noise
signal of the device is not more than 6 dB.

2.5 The device provides regulation of the noise signal level by at least 20 dB.

2.6 The maximum integral value of the output power of the device is not less than
10 W.

2.7 The device has a built-in system of automatic control of functioning.

2.8 The power supply of the device is carried out from the power supply unit of the
computer.

2.9 Time of technical readiness of the device - no more than 5 s.
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2.10 The power that the device consumes from the power supply of the computer is
not more than 20 watts.

2.11 The generator is placed in a free spot of the computing unit, and the antennas
can be mounted either on the casing of the computing unit or in another convenient
place.

2.12 Instead of dipole telescopic antennas PIAC-1AD" and rigid frame antennas
"PIAC-1AX", active frame soft "PIAC-AM" antennas can be used, which are placed
in the area where PC devices are located.

2.13 Overall dimensions of the generator - no more than 195x145x43 mm.

2.14 The mass of the generator is not more than 2 kg.

The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: wide range of operation, high
signal quality factor, light, low standby time. Disadvantages: the size of the device,

no battery for battery life, stationary tool.

VI HIGH-FREQUENCY RADIO-FREQUENCY NOISE DEVICE "RIAS-1B"

1. General information, purpose

1.1 High-frequency radio-frequency noise device "RIAC-1B" is designed to protect
objects from leakage of confidential information by channels of spurious
electromagnetic radiation and interference by generating a noise signal

1.2 The device includes a PIAC-1GV noise generator and PIAC-1AD telescopic
dipole antennas.

1.3 Telescopic dipole antennas "PIAC-1AD" are a four-legged dipole pin with a
diameter of 10 mm and a length of 1225 mm.

2. Specifications

2.1 The device provides suppression of emissions from low-power transmitters in
the frequency band from 0.5 GHz to 2 GHz.
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2.2 The quality factor of the noise signal of the device is not less than 0.8.

2.3 Spectral density of the electric E,, and magnetic pH components of the
electromagnetic noise field (dB / pV*m**kHz%®) of the device relative to 1 pV at a
distance of 1 m from the antenna:

-in the range from 1000 to 1500 MHz - not less than 70 dB;

-in the range from 1500 to 2000 MHz, at least 70 dB.

2.4 The coefficient of interspectral correlations in the frequency band of the noise
signal of the device is not more than 6 dB.

2.5 The device provides regulation of the noise signal level by at least 20 dB.

2.6 The maximum integral value of the output power of the device is not less than
10 W.

2.7 The device has a built-in system of automatic control of functioning.

2.8 The power supply of the device is carried out from the AC network with a voltage
of 220 V plus 22 V minus 33 V, frequency 50+1 Hz.

2.9 The time of technical readiness of the device is no more than 5 s.

2.10 The power that the device consumes from the AC mains is not more than 20
watts.

2.11 Overall dimensions of the generator are not more than 153x135x50mm.

2.12 Generator weight - no more than 2 kg.

The tool generates a noise signal at a frequency at which indirect electromagnetic
radiation occurs, extinguishing them. Advantages: high signal quality factor, light,
low standby time. Disadvantages: the size of the device, no battery for battery life,

only one type of antenna, stationary.
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1.7 CTPAXYBAHHS PU3UKIB
Among the formal security models in this paper, we will consider data integrity

models and the features of their application for databases.

Data integrity models
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Ensuring information security is impossible without considering the concept
protection of reliability and correctness of data, which is the essence of ensuring
their integrity. For many, especially non-military organizations, integrity is more
important than confidentiality. It is difficult to imagine a system for which integrity
properties would not be important. For example, if you post information on the
Internet on a Web server and your goal is to make it available to the widest range of
people, then confidentiality is not required in this case. However, integrity
requirements remain relevant. Numerous attacks target integrity violation. These
include malicious modifications performed by viruses or other malware, application
errors. However, integrity violations are not limited to deliberate attacks. user error,
oversight or ineptitude are the cause of many cases of unauthorized modification of
information. Events that lead to integrity violations include changing or deleting
files, data in the DB, entering incorrect data, changing the configuration, errors in
commands, introducing a virus and executing malicious code. Violation integrity
can occur due to the actions of any user, including administrators. They can also
occur due to an oversight in the security policy or due to misconfigured security
controls.

Integrity should be considered from three sides [2]:

- obstruction of making changes by unauthorized subjects;

- preventing authorized entities from making unauthorized changes, such as errors;
- maintaining the internal and external consistency of objects so that their data is a
correct and true reflection of the real world, and any relationships (links) with any
child, equal or parent object are valid, consistent and verifiable.

Properly implemented integrity protection provides the means for authorized
changes while protecting against malicious unauthorized actions (such as viruses
and intrusions), as well as from errors made by authorized users (such as errors or

oversights/oversights). This ensures that the data remains correct (there are no
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logical errors in the structure and in the data values), unchanged (identity of data to
a certain standard), undistorted (no falsification of data) and saved. If a security
mechanism provides integrity, it provides a high level of assurance that data, objects,
and resources are not will be changed from their original protected state.
Depending on how this or that aspect of the area of data use is the most important,
allocate methods and means to ensure their integrity, in sense [3]:

- correctness, undistortedness and immutability of data, based on the so-called data
integrity models;

- undistorted data during transmission in communication lines and storage in
information systems based on cryptography (for example, the use of such
cryptographic primitives as: digital signature, cryptographic hash functions,
authentication codes);

- parallel execution of transactions in client-server systems (transactions play an
important role in the mechanism for ensuring the integrity of the database).

There are numerous countermeasures that can guarantee the integrity data for
various possible threats [2]. Including make security easier, if there is a clear model
of what needs to be protected and who and what is allowed to do [4]. Therefore, an
integral part of any project to create or assess the security of IS and databases data,
including, as noted in [5], is the presence of a security model. Below, in first of all,
let's dwell on the analysis of some of the most well-known security models related
to the aspects considered in the work - formal models of data integrity.
Clark—Wilson model

Based on the importance of data integrity, several security models, which include
the models proposed by Clark with Wilson and Biba. The Clark-Wilson model [6]
Is descriptive. It does not contain any there were no strict mathematical expressions.
The Clark—Wilson model is a framework and guide for formalizing security policies,

not a specific security policy model. It highlights the importance of management
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approval of processes and policies security that an organization must follow [7]. Its
most likely appropriate be considered as a set of practical recommendations for
building an integrity system in IS.

For a better understanding of this model, we will carry out some formalization by
introducing certain notation:

- S — set of subjects;

- D - a set of data in the IS (a set of objects), and D=CDIuUDI, CDINUDI = & where
CDI (constrained data items) data (any data element) the integrity of which is
controlled (protected by the security model); UDI (unconstrained data items) - data
whose integrity is not controlled by the security model;

- IVP (integrity verification procedure) is a CDI integrity check procedure (a
procedure that scans data elements and confirms their integrity, for example, by
calculating a checksum or using the capabilities of a modern blockchain model, as
shown in [8]);

- TP (transformation procedure) - a transformation procedure - a component that can
initiate a transaction (sequence of operations) that transfers the system from one state
to another. Conversion procedures are the only procedures that are allowed to
modify CDI . Limited access to CDI through TP forms the basis of the Clark—Wilson
integrity model.

The Clark-Wilson model is based, like the discretionary models of access control,
on triples: “subject — operation (transaction) that does not violate the integrity —
object”. Subjects do not have direct access to objects. Objects can only be accessed
through TP .

The model distinguishes two main mechanisms that provide basic access control and
integrity. Namely, a well-formed transaction preserves the integrity of the data and
prevents arbitrary manipulation of these subjects. It should be noted that the concept

of a well-formed transaction fits perfectly into the standard concept of transactions
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in traditional DBMS [9]. Separation of duties requires that each critical operation
has two or more parts, each of which must be performed by a different entity or an
entity with a different role.

The model consists of two sets of rules: certification (C), which is carried out by the
security administrator, the system owner, the system custodian, and execution rules
(E), which is carried out by the system. Execution rules correspond to application-
independent security functions, and certification rules allow application-specific
integrity definitions to be included in the model. It is desirable to minimize
certification rules, since the certification process is complex, error prone and must
be repeated after each change to the conversion procedure (program).

Somewhat paraphrased relative to the original, the rules of the Clark-Wilson model
are given below:

1.Rule C1. The system must have I\VVPs capable of confirming the integrity of any
CDI (in the original work [6] it is formulated as follows: “All IVPs must properly
guarantee that all CDIs are in a valid state at the time of the IVP operation”; under
the concept of “valid ) state" the authors understand such a state of the system in
which at any time the CDIs satisfy the requirements of integrity).

2. (C2) All TP transformation procedures must be implemented correctly, in the
sense that they must not violate the integrity of the data (that is, they must put the
CDI in a valid final state, given that it is in a valid state from the very beginning),
and apply only to the list of CDI elements, set defined by the security administrator
(ratio TP;,(CDI,, CDI,, CDI, ...)

3. (E1) The system shall control whether TP can be applied to CDI elements

in accordance with the lists specified in rule C2.

4. (E2) The system must maintain a list of allowed to specific users
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TP conversion procedures indicating the admissible for each TP;[JTP and this
subject ( s ;IS ) of the set of processed CDI elements (that is, triples:
(S;,TP;,( CDlI,, CDIy, CDl, ...)

5. (C3) The list defined by rule E2 must meet the requirement of segregation of
functional duties (including joint performance).

6. (E3) The system shall authenticate all users (each subject) attempting to perform
any TP conversion procedure.

7. (C4) Each application of a TP must be recorded in a special CDI entry, a log
containing information sufficient to reconstruct a complete picture of each
application of that transformation procedure, and accessible only for adding
information to it.

8. (C5) Any TP that accepts a UDI as input can only perform valid conversions on
any possible UDI value. TP either accepts (converts to CDI ) or rejects UDI . That
is, special TPs can correctly handle UDIs, turning them into CDls.

9. (E4) Only a specifically authorized entity (user, agent authorized to certify
objects) may modify the lists defined in rules C3 and E2. This subject does not have
the right to perform any actions if he is authorized to change the lists regulating these
actions.

The role of each of the nine rules of the Clark-Wilson model in ensuring data
integrity in [10] is correlated with the so-called theoretical principles of integrity
control policy:

1) the correctness of transactions;

2) user authentication;

3) privilege minimization;

4) delimitation of functional duties;

5) audit of occurred events;

6) objective control;
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7) managing the transfer of privileges;

8) ensuring continuous performance;

9) ease of use of protective mechanisms.

Correspondence of the rules of the Clark-Wilson model to the first six principles

listed above is shown in Table. 1.

Clark—Wilson model rule Integrity control policyprinciples
Cl 1,6

C2 1

C3 4

C4 5

C5 1

E1l 3,4

E2 1,2,3,4

E3 2

E4 4

As can be seen from Table. 1, integrity control policy principles 1 (correctness of
transactions) and 4 (separation of functional duties) are implemented by most of the
rules of the Clark-Wilson model, which corresponds to its main idea.

On Pic. 1 shows a diagram of the application of these rules to control the operation
of the system and data. UDIs represent data that exists outside the protected system.
Certification rules ensure that such login credentials are properly validated. For
example, rule C5 requires that well-formed TPs that convert UDI to CDI perform
only validated conversions. Rules C1 and C2 require CDIs to satisfy integrity
requirements in the initial state and after subsequent transformations. Rule C4

requires all transactions to be logged, as is usually the case with databases. Database
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logging is more to restore data after a failure, failure (for rollback - return to the
previous state), and logging in the Clark-Wilson model - for auditing. Although
databases can also have an audit log. Rule C3 requires an appropriate segregation of
duties. Since data can only be entered in accordance with certification rules, it
follows for the systems we are interested in that all data in the database must be CDI.
The execution rules prevent the CDI from being modified in ways that conflict with
the IVP. Rules E2-E4 refer to TP access authorization. While E1 guarantees that
only well-formed certified (validated) TPs can be used to modify CDI.

Security
administrator

| E4
c3 ¥ 1
J I Authentication |
: e

E3

= *
uDI TP cz : Users :
S r----- }

Cae_ E2

\
VP v\

s
E1
E3:Users authenticated
E4: Only security administrator can change
authorization lists

Sertification rules Usage rules

Pic. 1. Scheme for applying the rules of the Clark-Wilson model

The main disadvantage commonly cited for the Clark—Wilson model is that I'VP and
related methods are not easy to implement in real computer systems [11]. For
example, the main problem of implementing mechanisms for controlling the
integrity of file objects is their rather strong influence on the loading of the
computing resource of the system, which is due to the following reasons [12]: firstly,
it may be necessary to control large amounts of information, which is associated
with a significant the duration of the IVP procedure; secondly, continuous

maintenance of the file object in the reference state may be required. In this regard,
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the question arises: what should be the frequency of starting the I\VP procedure? If
performed frequently, this will lead to a significant decrease in system performance,
if rarely, then the effectiveness of such control may be low. Therefore, one of the
main tasks in the implementation of mechanisms for controlling the integrity of file
objects is the choice of principles and mechanisms for launching the CDI integrity
check procedure. Another problem of the implementation of the integrity control
mechanism is the control of the integrity of the controlling program itself, if the
integrity control is implemented in software. All this requires a certain additional
study and the adoption of appropriate decisions, depending, as a rule, on the
characteristics of specific IS.

However, in the context of a DBMS, the above general drawback of the Clark-
Wilson model, due to the complexity of implementing I'VP and related methods, can
be overcome to a large extent. So, for example, for relational DBMS, some integrity
constraints are inherent in the theory: entity integrity, referential integrity. Others
can be specified as static constraints using SQL (so-called declarative support for
integrity constraints). Still others, as dynamic integrity constraints (the so-called
procedural support for integrity constraints), which can be implemented using
triggers and stored programs. All of them ensure the integrity of the CDIs that are
accessed and modified by the TP transform procedures.

Thus, traditional DBMS support many of the mechanisms of the Clark-Wilson
model. However, implementations based on standard SQL require some
compromises. For example, the popular principle of distribution (granting) of access
rights WITH GRANT OPTION (the recipient of transferred privileges is given the
privilege to further transfer the received privileges, including the privilege to transfer
privileges) contradicts the Clark-Wilson model (rule E4). Relevant for the DBMS

also remain issues related to the mechanisms for monitoring the integrity of stored
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procedures, functions (as file objects). This necessitates additional research in the
relevant areas.
In general, the absolute advantages of this model are its relative simplicity and ease

of sharing with other security models.

PO3ALT 23AXO/AU 11O BUABJIEHHIO TA ITEHTU®IKAILII 3ATPO3 HA
Ob €EKTI IHOOPMAIINHOI AISIJIBHOCTI

2.1 Buau Ta KaTeropii noTeHuiifHUX 3arpo3

The Biba Model

The Biba model [13] was developed after the Bell-LaPadula model [14]. In terms
of content and formal (mathematical) representation, this model is an inversion of
the Bell-LaPadula mandate model, the problem of which is that it is designed to
preserve confidentiality without guaranteeing data integrity.

The main elements of the Biba model:

- S — set of subjects;

- O is a set of objects,and SN O =[]

- O LI =(LI,00, ,[0)- a lattice of integrity levels, for example:

LI = {important , very important , crucial}, where important<very
important<crucial;

-RI = {modify , invoke, observe, execute} — set of access types, where modify —
access

subject to modify an object (analogous to write access in the Bell-LaPadula model),
invoke - access to the subject's appeal to the subject (for example, a software tool
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for accessing an object); observe - access of the subject to the object for reading
(analogue of the read access in the model

Bella - LaPadula), execute - access to execution;

- B={b €S x O x RI} — set of possible sets of current accesses in the system;

- (is, io, ic ) € 1 = LIS x LI° x LIS - is a triple of functions (is, io , ic) specifying: is :
S—LI-

the level of integrity of subjects; i, : O — LI — object integrity level; i.: S — LI -
the current level of integrity of subjects, while for each s € S the condition i. (s) <1is

(s) is satisfied;

-V = B x | — set of system states.

The main properties or axioms of the Biba model (in accordance with the policy of
strict integrity) can be formulated as follows:

1. The simple integrity property. The subject with the level of is (s) can read the
information contained in the object with the integrity level i, (0) if and only if the
integrity level of the object io (0) prevails over the integrity level of the subject is ()
(is (s) <1, (0) ); in other words, subject cannot read the object at a lower integrity
level (the so-called no read-down (NRD) rule).

2. The * integrity property. A subject with an integrity level is (s) can modify the
information contained in an object with an integrity level i, (0) , if and only if the
integrity level of the subject is (s) prevails over the integrity level of the object i, (0)
(1o (0) O is (S) ); in other words, the subject cannot modify the object at a higher
integrity level (the so-called no write-up (NWU) rule).

3. The invoke property indicates that subjects are allowed to invoke subjects of equal

or lower level only, that is, for Vv s[1], s[2] € S, s[1] can call s[ 2] only when i (

s[2]) O i ('s[1]).
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The first two properties of this model are the inverse of the two corresponding
properties of the Bell-LaPadula model. Namely, the NRD rule is the exact opposite
of the NRU rule of the Bell-LaPadula model, except that the Biba model uses
integrity levels, and not security (confidentiality) levels, as in the Bell-LaPadula
model. The NWU rule of Biba's mandated integrity model is the exact opposite of
the NWD rule of the Bell-LaPadula model for the case of integrity levels rather than
security.

The diagram of information flows corresponding to the Biba model in a system with
two levels of integrity can be represented as follows (Pic. 2).

Integrity level

High (1) 01

Cobserve

mod.rfy observe

observe mc':odify D

Oo mmodiiym
p observe D

Pic. 2. Diagram of information flows in a system with two levels of integrity

Low (0)

Many criticize Biba 's model for using integrity as a measure, calling into question
the legitimacy of displaying the data property "integrity" as a discretely ordered set.
Indeed, in most applications, data integrity is viewed as a property (binary attribute)
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that is either preserved or not. Then the introduction of hierarchical levels of integrity
may seem redundant. However, if integrity levels in the Biba model are considered
as levels of reliability/correctness (various syntactic, semantic errors can affect the
correctness of the program code in different ways, causing, for example, errors or
warnings, and the corresponding information flows - as the transfer of information
from a more reliable set of data to a less reliable one and vice versa, then the Biba
model is a completely adequate algebraic structure.

Since the formal description of the Biba model is very close to the description of the
Bell-LaPadula model, it naturally has most of the advantages and disadvantages
inherent in this model.

Inreal IS, there are rarely security systems focused solely on ensuring confidentiality
or solely on ensuring the integrity of information. When building secure systems,
many would like to combine both mechanisms, using various formal security
models, including such as the Bell-LaPadula and Biba models. This is not an easy
task. Possible options for the joint use of the Bell-LaPadula and Biba models and the
complications that arise in this case are given below [3, 15, 16]:

1. Two models can be implemented in the system independently of each other. In
this case, subjects S and objects O are independently assigned privacy levels and
integrity levels based on two different grids. The decision on access security is made
simultaneously according to the rules of both models.

It is easy to see that with this approach to organizing access, unsolvable situations
are possible, for example, when according to the rules of the Bell-LaPadula model,
access can be allowed, but not according to the rules of the Biba model, or vice versa.
2. Logical combination of models based on one common grid of security levels
(confidentiality/integrity).

In such systems, only accesses of subjects to objects within the same security level

are allowed (Pic. 3).
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Security level

High level of privacy/integrity I\ rite *

. Dread

Low level of privacy/integrity O rite I
low
read D

Pic. 3. Joint use of the Bell-LaPadula and Biba models (access within the same

Ohigt

security level)

3. Logical combination of models based on one common lattice, but with two
security labels: confidentiality and integrity with the opposite nature of their
definition. Subjects and objects with high confidentiality requirements (for example,
secret data and users trusted by secrets) are located at high levels of the lattice
hierarchy. Subjects and objects with high integrity requirements (for example,
system software and programmers) are located at the lower levels of the lattice
hierarchy (Pic. 4).
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Security level
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read >K
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Low level of privacy/integrity | o I ‘ I

«write_
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Pic. 4. Joint use of the Bell-LaPadula and Biba models (based on a single lattice with

High level of privacy/integrity Shigt D

two security labels)

Despite the complexity of classifying subjects and objects of access, it is the third
option that is used in modern ISs, in particular in DBMS, where a mandatory security
policy is implemented [3].

Since subjects and objects with high integrity are at the bottom of the hierarchy, and
components with low integrity are at the top of the hierarchy, the no read up and no
write down rules mimic Biba 's mandated integrity model in the Bell-LaPadula
model structure. That is, reading from the top in the hierarchy of the Bell-LaPadula
model is reading from the bottom in the hierarchy of the Biba model. Similarly, the
up entry in the Bell-LaPadula model is writing down in the Biba model. In practice,
this allows, by placing system files (O objects), including those related to the DBMS,
and administrator subjects (their processes) in the lower part of the Bell-LaPadula

model hierarchy, to protect the integrity of such objects from ordinary subjects -
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users (and their processes) because the no write down rule prevents them from
writing to system files. In addition, if we consider execution as reading, then
administrative subjects (and their processes) will not be able to execute programs
outside the highest level of integrity (or the lower level of the Bell-LaPadula model
hierarchy).

This scheme protects system files from Trojan horse malware because if such
malware is in one of the upper levels, it will never be able to corrupt system files
due to the need to execute the no write down rule. Thus, such a combination of
models provides security protection for the upper levels of a certain hierarchy and
integrity protection for the lower levels [16].

In conclusion, it is worth noting that the existing theoretical developments and
practical implementations of IS security are based not only on the paradigm of
formal security policy modeling, but also on another equally important paradigm -
cryptography, aimed at solving certain problems. Moreover, these approaches,
different in origin and tasks to be solved, complement each other: cryptography
offers relevant methods and primitives for protecting information, providing
identification, authentication, encryption, data integrity control, and formal security
models provide developers of secure IP with fundamental general principles that
underlie the architecture of a secure system and determine the concept of its
construction [17].

It seems appropriate to conduct further research, the result of which would be some
methodology for the integrated use of various security models in the design and
operation of the corresponding IS and their main functional component - the

database, leading to an increase in the effectiveness of their protection.
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Fig. 3. Graphic explanation of the calculation

The magnitude of the power flux density (P) falling on the test chamber cover can be defined as
P

P=—
SSS



where Sss — area of the spherical segment, the spherical surface, the cross section of which
corresponds to the AMS curve (Fig. 3).
By definition
Sss= 2mR - hsegment

where R — radius of the sphere, AO = MO = CO = R (Fig. 3); hsegment — height of the ball

segment, MN = hsegment,

hsegment = MO — NO.
From the calculation of the triangle ANO we have
Rsegment = MO — AO - cos%
Since MO = AO =R, then:
Rsegment = R — R - cos%’
hsegment = R+ (1 = cos?)

Substituting formula (3) into formula (2), we obtain

Sss = 2mR? - (1 — cos (g))
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Therefore, the expression for calculating the power flux density P of IE emitters - band will

look like

pP= P

Note: at o = 360 deg. P takes the form of a well-known expression for calculating the power
P
flux density generated by an isotropic emitter: P= 2nrz’[W/m?].
Formula (1) is used to calculate the P emitters of the visible range:
1 1 F 1 1

Poscin (1) = E,, - 2
[Wim?]

where Ey =F/S, F — nominal value of the intensity of the emitted light, which is known from

the technical description of LEDs (Luminous Intensity); a — value of the angle at which 50%

of the light energy emitted by the LED (50% Power Angle, from the technical description of
LEDs);

To construct the spectral sensitivity curve, a coefficient C was determined, which is equal

to the ratio of the power flux density of the reference LED with equivalent brightness, which

was determined from the graph obtained in the previous step (Fig. 1) to the power flux density

of the test LED.
The dependence of the coefficient C on the length and is the spectral sensitivity.
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During the experiment, the spectral sensitivity of the above means of photographic
intelligence and video recording was determined. The obtained results were averaged and
depicted in the form of graphs, fig. 4.
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Fig. 4. Graphs of the averaged spectral sensitivity of the studied means of photographic
intelligence and video: 1 — night video surveillance cameras; 2 — car DVR; 3 — mobile phone
camera; 4 — digital camera

2.3 MeTa ailicCHMX 3arpo3: KOHTPOJIb I0CTYIy, JiKBiJalis Ta HACTIAKH

Experimental study of the effectiveness of countering the means of

photography and video by IE — illumination

After determining the spectral sensitivity of the selected receivers, an experimental study
of the effectiveness of the response by the studied method was performed by determining the
effective radius of the illumination spot, which creates an infrared LED.

The measurement technique involves the use of the described measuring device and a
green LED. The installation is located on the surface horizontally, in front of it is the camera
under study, the test field is illuminated by an artificial light source, and the ammeter is
connected to a green LED.

A dashed measure with a hole in the center for the LED was prepared as a test field for
measurements (Fig. 5). It is an image of lines in the form of white and black circles of different
diameters, which are united by sectors. The measure step (total width of white and black lines)
is 50 mm, the thickness of all lines within the sector is the same. There are 8 sectors with a line
thickness: 0.5; 1; 2; 3; 4; 5; 6; 7 mm. Measurements were performed indoors without access to
daylight. Canon EOS 1100D SLR Camera Selected as Test Photographic Intelligence Test
Tool.
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)

Fig. 5. Dashing measure for experimental determination of the effective radius of the
illumination spot

The bar measure was placed in the test chamber of the installation so that the reference
LED coincided with its center. The test camera was located at a certain distance from the test
chamber, after which a series of photographs of the test field was taken with a gradual increase
in the supply current of the LED to the maximum value. The images were then processed in
Photoshop, which determined the radius of the spotlight in pixels, within which the camera's
resolution is greater than the nominal, then recalculated to a linear measure (cm) (ie the radius
of the spot created by green LED radiation and which lubricates the image of the strokes of the
initially selected sector and does not allow to recognize them in the image as separate
elements). The recalculation of the radius of the illumination spot was carried out according to
the formulas:

Rs.com = Rsrel - Rm.cm,

where Rs.m  — the magnitude of the radius of the spot of illumination, in centimeters; Rs.ret —
the radius of the illumination spot is expressed in relative magnitude; Rm.cm — radius of the test
field, in centimeters;

Rs.rel= Rs.p./Rm.p.,

where Rsp. — radius of the spot of illumination, in pixels; Rmp— radius of measure, in pixels.

The contrast of the test field was also determined for each value of the spot radius (and the
corresponding supply current)
c=-FtL
Err.,
where E; — total illuminance of the test field, measured by a luxmeter; Etr. — initial (before
turning off the green LED) illumination of the test field.
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Based on the obtained results, a graph of the dependence of the effective radius of the
illumination spot on the contrast is constructed (Fig. 6).

Rri, cm
\
\

) 100 120 140 160 1

Fig. 6. Graph of the dependence of the effective radius of the spotlight
on the contrast

Based on the results of the experiments, the required power of infrared LED emitters for
counteraction (despair) of the studied Canon EOS 1100D camera was estimated. To do this,
assume that the IE emitter must create a spot of illumination of the maximum radius provided
by the green LED at the maximum supply current (see Fig. 6, Rs=17,5 cm). The required LED
power values were found for different lighting conditions of the object (day, dusk, office
space). It was assumed that the sensitivity of the receivers to IE light and visible ranges is the
same, the wave front is flat, the power flux density does not depend on the distance, and the
test field reflects all the incident light in the direction of the camera. The illumination area was
calculated over a radius R.

From the technical description of the LEDs it is known that the radiated power of the
green LED is 1 W, the maximum supply current of 340 mA, while emitting the power flux
density P = 2,043 W/m? (see formula (1)).

The next step was to estimate the value of the electric power of the infrared emitter with a
wavelength A = 940 nm, which creates a power flux density, the same as that used in the
experiment green LED (2,043 W/m?).

According to the technical description of the LEDs, ie the known values of rated current |
and voltage U on the LED, you can calculate the electric power of this IE - emitter:

Pie=1-UI[W].

After substitution of numerical values it was received Pz = 1,4 W, which corresponds to
the power flux density IE light P = 1,59 W/m?. To find electric power P;z*, at which it will
radiate P = 2,043 W/m?, assume that the value of P is proportional to the electrical power of
the LED. Then, after calculating the proportion, we find the value Piz'= 1,8 W.

From the graph of the effective radius of the illumination spot on the contrast, it can be
concluded that to provide a illumination spot with an area of 96 mm, the LED must create
illumination that exceeds the illumination of the test field 279 times (C = 279, Fig. 6). The
reflection coefficient of the test field p, which was determined before taking photographs of the
test field, is 0.18. Using these values, we determined the value Pausk — the power flux density
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of the counter emitter, which is necessary to illuminate the specified area at dusk (according to
[4]Ev =5 Ix:

Pdusk = C - p - Pr.e[W/m2],
where Pyt — the flux density of light falling on the test field is calculated by formula (1) by

under given lighting conditions.

2.5HasiBHiCTh NOTEHIIITHUX 3arpo3 B 3aXUCTi 00 €KTIiB
3 At present there is a rapid progress in the creation of quantum computers to solve

various computationally complex problems and for different purposes. At the
same time special efforts are being made to create such a quantum computer that
can solve the cryptanalysis problems of existing cryptosystems — asymmetric
ciphers, key encapsulation protocols, electronic signatures. Prevention of such
threats can be achieved by developing cryptographic systems that will be
protected from both quantum and classical attacks, as well as be able to interact
with existing protocols and communication networks. There is also a significant
need for protection against attacks by third-party channels.

4 Currently, significant efforts of cryptologists are focused on the open competition
NIST PQC. The main idea of the competition is to define mathematical methods
on the basis of which standards for asymmetric cryptocurrencies can be
developed, first of all electronic signature (ES), as well as asymmetric ciphers
and key encapsulation protocols. Following the results of the second stage, the
finalists of the third stage of the NIST PQC competition became three ES
schemes - Crystals-Dilithium, Falcon and Rainbow. At present, a comprehensive
analysis of the finalists is an important task for the entire crypto community. The

vast majority of schemes that have become finalists are based on problems in the
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theory of algebraic lattices. Special attention was also paid to the Rainbow ES
scheme, which is based on multidimensional transformations.

The Rainbow EP scheme is significantly different from other NIST candidates
because it is based on multidimensional transformations. It is a generalization of
the structure of UOV that provides effective parameterization of the EP algorithm
due to the additional algebraic structure. Rainbow's theoretical safety is based on
the fact that solving a set of random multidimensional quadratic systems is an
NP-complex problem. The authors of the Rainbow method claim to have
achieved the EUF-CMA security model based on the use of a hash structure with
a random or pseudo-random session key (salt). Very small EPs are also offered,
literally only a few hundred bits (only 528 bits (66 bytes) for NIST security level
I). Compared to other NIST candidates for the ES post-quantum scheme, they are
much shorter. In addition, because Rainbow uses only simple operations on small
finite fields, the processes of creating and verifying the signature are extremely
effective [6]. In addition, the range of Rainbow parameters allows you to
optimize their application in a wide range of cases. The Rainbow EP scheme has
also been studied in other contexts and has some advantages, including, for
example, in low-resource applications

It is shown that in order to guarantee the cryptographic stability of Rainbow EP,
it is necessary to substantiate the requirements and build sets of system-wide
parameters that provide resistance to classical and quantum attacks. In
determining the requirements for the system parameters of the Rainbow NIST
scheme, the competition focused on system-wide parameters that will provide
256 bits of resistance against classical and up to 128 bits against quantum
cryptanalysis. These limitations, in our opinion, are due in part to the complexity
of calculating system-wide parameters, as well as the significant impact of

increasing them on the speed of electronic signatures. However, given the current
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application of symmetric cryptocurrencies at the 512-bit stability level, we
believe that it is already necessary to consider and implement on the basis of the
Rainbow circuit ES with a resistance of up to 512 bits. But for this it is necessary
to substantiate the basic provisions and requirements for the system-wide
parameters of such lengths, as well as to build them directly. At the same time,
cryptographic resistance to classical and quantum attacks of the corresponding
values, as well as protection against attacks by third-party channels must be
provided.

7 The purpose of this article is a preliminary analysis of existing attacks on
promising electronic signature Rainbow, defining requirements for system-wide
parameters to ensure cryptographic stability including at least 512 bits against
classical and 256 bits against quantum cryptanalysis, as well as development and
practical implementation of Rainbow algorithms 512 bits against classical and

256 bits against quantum cryptanalysis.

PO3/I1J1 3 JIIi CTOPIH ITPU PEAJIIBALILL 3AT'PO3

3.1. Crpykrypa KOMyHikalii mpu 3arpo3ax
4. Let’s consider the main components of Rainbow transformations - generating

system-wide parameters and cryptotransformations directly. The Rainbow ES
scheme is based on multidimensional transformations. For multidimensional
public key schemes, the public key is defined by a set of nonlinear
multidimensional polynomials over a finite field. In general, the key of a
multidimensional public key cryptosystem is a system of multidimensional

quadratic polynomials with n variables and m equations:
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8. All coefficients and variables come from a F, finite field with q elements.

9.

Essentially, a set of well-known polynomials

P (x,... .,x”):[p”] (Xpseees Xy )seens p™ (X...00, )) (2)

10. mathematically represents a representation F;* to F;™ The message encryption or

11.

12.

signature verification operations are to be simply evaluated P(x,, ..., x,,) using
the public key. The process of decrypting encrypted text, as well as the
development of EP is reduced to the implementation of the "inversion™ of the
representation P(xy, ..., x,,) using a secret (private) key. These components are
equivalent to solving the problem of stability of MQ-transformation. The ES

Rainbow scheme with u levels can be described as follows. Let F, be a finite

field with q elements, and Y <V, <=+ <U, <U,,; =N _ integers. We choose

Vi=llowvls 02000 gpg O={0sUu} \where (i=L.-4) 5o we get

14

=y, 1|0|=0, where (i=1...,u).

The central display of F Rainbow consists of ™ =7—U, multidimensional

] . [ty 1) (n)
quadratic polynomials S that look loke:
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Where £ €{bL--4} _jsa single integer such that ¥ €0, -

(k)

Note that in each polynomial T with k€0 no square term”%; , where | and

jarein 0 This fact was used by the authors to develop the ES. Such polynomials
were called Oil-Vinegar polynomials when OV schemes were proposed.

To hide the structure F in the public key, it is composed of two inverse affine or

i

linear mappings: S :F" = F" 1a T :F" - F" Therefore, the Rainbow public

key has the form: n m P=ScF oT:F' > Fm, the secret key consists of three

mappings, S, F and T and therefore allows you to invert the public key mappings
The following three steps are required to perform the EP for the message W E”

. 1 n
1. Calculate *~ S (w] eF".

2. Calculate previous display y with x below the central display F using the

P o— ] n
inversion algorithm, ie ¥ = F (") eF

] _ I
3. Calculate the signature 2€F - 2=T (¥)-

To confirm that Z€F" is a valid signature for the message W €F" | you must

calculate ¥ =P (I) If W =W s satisfied, the signature is valid. Process of
signature generation and verification is shown in Fig. 1.

23. Signature generation

1 ;-1 1
weF"—5 5xeF” __r__}}, eF'—1 57eF”

| :

24,
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25. Signature verification

26. Fig. 1. Rainbow signature generation and verification process

3.2. IlouaTtkoBi yMOBHM Ta HasiBHicTb iH(opmauii cropoHHiMH 0codamMu
naHi
Below are a number of attacks on the EP scheme Rainbow, namely direct attack,

MinRank attack and HighRank, the UOV attack and the Rainbow Band
Separation (RBS) attack.

Although direct and brute force attacks are signature forgery attacks that must
be performed for each message separately, RBS and UOV attacks are key
recovery attacks. After recovering the Rainbow secret key with one of these
attacks, the cryptanalyst can generate signatures just like a legitimate user.

2.1. Direct algebraic attacks are the most straightforward attacks on the

multidimensional Rainbow scheme is the direct algebraic attack, in which the

well-known equation P (3) =h s considered as a problem MQ. Since Rainbow

is an indefinite system withnm 1~ L5-m

equations, the most effective way to
solve this system is to fix n — m variables to create a deterministic system. We
can expect that the resulting deterministic system has exactly one solution. In
some cases, even better results are obtained when guessing additional variables
before solving the system (hybrid approach). The complexity of solving such a

system of m quadratic equations in m variables can be estimated using equation

(4):

. . k m_k_{_dm-" _I 'm_k
CGmplcx“?dimcl:classical = mln"’" ‘-'?' 3 d n . 2

rer
‘I-L.'\

(4)
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d o is the so-called degree of regularity of

multiplications in the field, where
the system.

The degree of regularity of the system can be estimated as the smallest integer d

for which the coefficient ¢* in

(17"

5
(1-1)"" )

10.
IS not positive.

In the presence of quantum computers, the additional step of guessing the hybrid
approach can be accelerated by Grover's algorithm. Using this approach, it is

possible to estimate the complexity of a quantum direct attack as follows.

. - kf2 m—k.f_dm” ’ m—k |
CDmplcxltydira‘fl:quunlunl =min, | g 3 d n . 2

reg

multiplications in the field

2.2. MinRank attack

During the MinRank attack, the cryptanalyst tries to find a linear combination of
well-known polynomials of minimal rank. In the case of Rainbow, such a linear
combination of rank Y2corresponds to a linear combination of central
polynomials of the first level. Thus, finding ©10f these low-ranking linear
combinations, we can identify the central polynomials of the first level and
recover the equivalent secret key Rainbow.

To date, the most effective method of solving the MinRank problem has been

proposed in. In this embodiment, the decomposition of a low-ranking Q matrix

IS considered on Q=35-C, where S is XFr agnd C - r>n of the matrix

(6)
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representing the row space of the matrix Q. The matrix is determined ¢

—~

~

and are taken as zero r+1 minors of these matrices.
Since the resulting system has many more equations than variables, we can solve

it by linearization using the Wiedemann algorithm.

H
m- .
In particular, the number of equations in the system is given as [*"”J

n

r

where ["H] this is the number of r+1 minors of the C-* matrix. The number

(o, H).[

n

r

of variables in the system is equal to J So if inequation

(03+1)-le]2(ﬂz+1)-(:J—1 (7)

IS true then it is possible to solve the system using the Wiedemann algorithm.

Therefore, the complexity of solving this system is given as

Complexity,,, ..\ = 3-[[(03 +1) (’:D (r+1)-(0, + 1)].

Careful analysis has shown that it is not necessary to consider all n rows of the

/' matrix to be able to solve the system. The number n' in (8) denotes the

smallest number for which inequality (7) holds.
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3.3. MociaiizkeHHsI Ta BHUSIBJIEHHSI 3arpo3: HasiBHiCTb iHopMmamii mo
KOKHIil 3arpo3si

During the MinRank attack, the cryptanalyst tries to find a linear combination
of well-known polynomials of minimal rank. In the case of Rainbow, such a linear
combination of rank Yz corresponds to a linear combination of central polynomials
of the first level. Thus, finding @10f these low-ranking linear combinations, we can
identify the central polynomials of the first level and recover the equivalent secret
key Rainbow.

To date, the most effective method of solving the MinRank problem has been
proposed in. In this embodiment, the decomposition of a low-ranking Q matrix is

G 0=8-C

considered o * where S'is %7 and C - r>xn of the matrix representing

.
c [ ]
)
the row space of the matrix Q. The matrix is determined ¢ and are taken

-

1

as zero r+1 minors of these matrices.
Since the resulting system has many more equations than variables, we can

solve it by linearization using the Wiedemann algorithm.

i
m- .
In particular, the number of equations in the system is given as [*”* J

n

r

where [”’J this is the number of r+1 minors of the C-’ matrix. The number of
(0.+1)

n

r

variables in the system is equal to ] So if inequation

(03+l)rL_jJE(ﬂz+1)-(:J—l (7)
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Is true then it is possible to solve the system using the Wiedemann algorithm.

Therefore, the complexity of solving this system is given as

¥

Complexity,, ..., = 3-[((03 +1) (”D (r+1)-(0, + 1)]. )

Careful analysis has shown that it is not necessary to consider all n rows of

the G matrix to be able to solve the system. The number n' in (8) denotes the
smallest number for which inequality (7) holds.

2.3. HighRank attack

The purpose of the HighRank attack is to detect (in linear representation) the

variables that appear the least number of times in the central polynomials (they

correspond to the QOil variables of the last Rainbow level, ie variables X 3 ieq0,).
The complexity of this attack can be assessed as

3
s M

CDmPICKit}'HighRunk: classical — 4 E (9}

With quantum computers, you can speed up the search with the Grover

algorithm. So we get

i
. o2 M
CDmpICXItF]IiQhRunk:quuntum = q / T (l{}}

6

multiplications in the field.

2.4. UQV attack

Since Rainbow can be considered as a continuation of the well-known QOil and
Vinegar signature scheme [5], it can be attacked using all known UOV attacks [11].

D=0,%0, 504 270 The

purpose of this attack is a search for a preliminary mapping of the so-called Oil

You can treat Rainbow as an instance of UOV with

subspace O of the affine transformation T, where © = {xeF":ix =-=x,=0}.
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Finding this space allows you to separate Oil from Vinegar variables and restore the
private key.

The complexity of this attack can be assessed as

Complexity, ., =q" " 0] (11)

-Aftack: classical — 2

multiplications in the field. Using Grover's algorithm, this complexity can be

reduced to

n=2o,-1

2 .o (12)

-Attack; quantum q 2

Complexity .,

multiplications in the field
2.5. RBS attack

The RBS attack is aimed at finding linear mappings S and T that convert well-

known polynomials into polynomials of the Rainbow form. (ie values Oil x Oil
must be zero) To do this, the cryptanalyst must solve several nonlinear
multidimensional systems. The complexity of this step is determined by the

complexity of solving the first (and largest) of these systems, which consists of

n+m-—1 quadratic equations with n variables. However, polynomials in this
system are not random quadratic polynomials, but there are two groups of variables
X and Y such that the polynomials are bilinear in X and Y

In particular, we get two sets of variables X and Y in the size of

X|=n.=v+0, gng [¥|=1,=0, e have ™ =X polynoms which are

m,=n

quadratic in variables X and -1 equations are bilinear in variables X and Y.

Therefore, the complexity of the RBS attack can be assessed as

Complyys = Tﬁ]:{ M., (I"T)E (m, + 1] '(Hr * l)’ (13)

a,p).

M
where  “# means number of members (
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1. Generation of parameters for 384, 512 bits of stability

This section provides the selection (generation) of parameters for 384 and 512
bits of stability over the GF field (256). The following conditions were followed
when choosing the parameters:

- the number of equations we need depends on the complexity of the direct
attack and the attack on the hash function;

- the number of variables depends on the complexity of RBS, UOV and
HighRank attacks.

So, if we summarize the above, we find the parameters Vi-01: 02 \ith q=256,

ie GF(g) = GF(ESﬁ) possible from conditions (4) - (13). Based on this, software

was developed, which was used to generate parameters Ys% and 2 for ES
Rainbow for 384 and 512 bits of security are given in table. 1.
Table 1.

The main system-wide parameters of Rainbow for 384, 512 bits of security

Security v, 0, 0, GF(q)
384 192 48 136 GF (256)
512 272 120 128 GF (256)

With such parameters, we obtain the following sizes of keys, hashes and
signatures for the three versions of Rainbow: Classic (Classic), cyclic (CZ-
Rainbow), and compressed (Compressed), which are given in table. 2 - 4

respectively.
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. . . . - 2
Classic Rainbow key and signature sizes Table
Security Set of parameters Public key Private key | Hash size Signature size
(F.v..0,,0,) size (bytes) size (bytes) | (bytes) (bytes)
384 (GF(256),192,48,136) 13041184 9752288 64 392
512 (CHT(256),272,120,128) 33594080 24752480 64 536
. . . Table 3
CZ-Rainbow key and signature sizes
Security Set of parameters Public key Private key Hash size Signature size
(F.0,,0,,0,) size (bytes) size (bytes) (bytes) (bytes)
384 (CH7(256),192,43,136) 3337344 9752288 64 392
512 | (GF(256),272,120,128) 8939840 24752480 64 536
] ] ] Table 4
Sizes of keys and signatures Compressed Rainbow
Security Set of parameters Public key Private key Hash size Signature size
(F.u.0,0,) size (bytes) size (bytes) (bytes) (bytes)
384 (GF (256),192,48,136) 3337344 64 64 392
512 | (GF(256),272,120,128) 8939840 64 64 536

The performance at the specified parameters for the three versions of

Rainbow, presented in CPU clock speed, is given in table. 5 - 7 respectively.

Table 3
Speed Classic Rainbow
Set of parameters Key generation Signature generation Signature verification
384 4658727146 16484356 2645458
512 16999329532 43986312 8165628
Table 6

CZ-Rainbow performance

Set of parameters Key generation Signature generation Signature verification
384 4658375168 16799206 2927814
512 16900406374 52017328 10617618
Table 7

Compressed Rainbow performance

Set of parameters

Key generation

Signature generation

Signature verification

384

4631048528

16288184

2398794

512

16694833556

44923458

7611730

Conclusions
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1. One of the important problems of modern cryptography is the creation of
standards for asymmetric cryptographic transformations of ES, which would be safe
in the post-quantum period. The solution to this problem is carried out in the process
of the international competition NIST USA, the task of which is to develop such a
mechanism of the ES, which would be resistant to both quantum and classical
attacks.

2. Crystal-Dilithium, Falcon and Rainbow became the finalists of the NIST
USA competition for the ES scheme. The vast majority of schemes that have become
finalists are based on problems in the theory of algebraic lattices. Special attention
was also paid to the Rainbow electronic signature scheme, which is based on
multidimensional transformations.

3. The Rainbow electronic signature scheme is significantly different from
other NIST candidates because it is based on multidimensional transformations. It is
a generalization of the UOV structure, which provides efficient parameterization due
to additional algebraic structure. Rainbow's theoretical safety is based on the fact
that solving a set of random multidimensional quadratic systems is an NP-difficult
problem. The EUF-CMA security has been declared for the Rainbow project, which
Is achieved through the use of a hash structure with a random session key (salt).

4. The Rainbow ES process consists of simple operations of linear algebra,
such as multiplying matrix vectors and solving linear systems over small finite
fields. Also, Rainbow provides small, compared to other signatures, essentially only
a few hundred bits.

5. The main disadvantage of Rainbow is the large size of public keys.
Therefore, its use is recommended in systems where large public keys can be used.
The dimensions of system-wide parameters and keys for the case of providing 384

and 512 security bits are given in table. 2 - 4.
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6. Also from table. Figures 5 - 7 show that the verification process of CZ
Rainbow EP is much slower than in the standard Rainbow scheme. However, it
should be noted that this is due to the use of AES-based cryptographically secure
PRNG provided by OpenSSL (which is the same as NIST) to create "fixed" parts of
the public key. By using a faster streaming cipher or even generating a public key
using the linear backscatter register (LFSR), this slowdown can be avoided almost
completely.

7. A number of attacks on the Rainbow EP scheme were considered, namely
direct attack, MinRank and HighRank attack, UOV attack and Rainbow Band
Separation (RBS) attack. Although a direct attack is a signature forgery attack that
must be performed for each message separately, MinRank, HighRank, UOV, and
RBS attacks are key recovery attacks. After recovering the Rainbow secret key with
one of these attacks, the cryptanalyst can generate signatures just like a legitimate
user.

Substantiated and calculated system-wide parameters can be used to ensure
increased security levels of the Rainbow EP up to and including 384 and 512 security

bits, respectively, in accordance with the parameters justified in this article, namely:

(GF (256),192,48,136) 4 (GF(256),272,120,128) . accordance
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